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Purpose: This study applied machine learning (ML) and explainable artificial intelligence (XAI) to predict changes in HbA1c levels, 
a critical biomarker for monitoring glycemic control, within 12 months of initiating a new antidiabetic drug in patients diagnosed with 
type 2 diabetes. It also aimed to identify the predictors associated with these changes.
Patients and Methods: Electronic health records (EHR) from 10,139 type 2 diabetes patients in North Karelia, Finland, were used 
to train models integrating randomized controlled trial (RCT)-derived HbA1c change values as predictors, creating offset models that 
integrate RCT insights with real-world data. Various ML models—including linear regression (LR), multi-layer perceptron (MLP), 
ridge regression (RR), random forest (RF), and XGBoost (XGB)—were evaluated using R² and RMSE metrics. Baseline models used 
data at or before drug initiation, while follow-up models included the first post-drug HbA1c measurement, improving performance by 
incorporating dynamic patient data. Model performance was also compared to expected HbA1c changes from clinical trials.
Results: Results showed that ML models outperform RCT model, while LR, MLP, and RR models had comparable performance, RF 
and XGB models exhibited overfitting. The follow-up MLP model outperformed the baseline MLP model, with higher R² scores (0.74, 
0.65) and lower RMSE values (6.94, 7.62), compared to the baseline model (R²: 0.52, 0.54; RMSE: 9.27, 9.50). Key predictors of 
HbA1c change included baseline and post-drug initiation HbA1c values, fasting plasma glucose, and HDL cholesterol.
Conclusion: Using EHR and ML models allows for the development of more realistic and individualized predictions of HbA1c 
changes, accounting for more diverse patient populations and their heterogeneous nature, offering more tailored and effective 
treatment strategies for managing T2D. The use of XAI provided insights into the influence of specific predictors, enhancing model 
interpretability and clinical relevance. Future research will explore treatment selection models.
Keywords: type 2 diabetes, HbA1c, treatment effect estimation, machine learning, SHAP

Introduction
The escalating prevalence of type 2 diabetes (T2D) poses a significant global health challenge, necessitating innovative 
approaches for personalized management and treatment. One pivotal aspect of T2D management is the monitoring of 
glycemic control, often assessed through the measurement of HbA1c levels. The management of T2D involves various 
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treatment modalities, including lifestyle modifications, oral blood glucose lowering drugs or GLP-1 analogs, and insulin 
therapy.1 Predicting the changes in HbA1c levels is a crucial step for determining the most effective treatment for patients 
with T2D.

While randomized controlled trials (RCTs) serve as the gold standard for comprehending the impact of treatments on 
clinical outcomes. Subsequently, average treatment effects derived from RCTs are employed to inform evidence-based 
clinical decision-making for individual patients.2 However, applying population-level results to individual treatment 
selection may lead to suboptimal decisions, as these average treatment effects may only reflect the experiences of 
a specific subset of patients.3 In essence, treatment heterogeneity, a significant challenge in managing T2D, underscores 
the fact that a one-size-fits-all approach may not be ideal for every patient. Understanding and addressing this variability 
is crucial for optimizing treatment strategies, as it allows for more personalized and effective care.

Precision medicine plays a pivotal role in addressing the complexities of managing T2D, particularly in relation to 
patient heterogeneity.4–9 By tailoring medical interventions to individual characteristics—such as genetic profiles, life
style choices, and clinical history—precision medicine aims to optimize treatment effectiveness while minimizing 
adverse effects. Machine learning (ML) enhances this approach by identifying patterns within individual-level data, 
capturing the diverse and often complex interactions between clinical, genetic, demographic, and treatment-related 
factors.

Unlike traditional statistical models that rely on predefined assumptions about data distribution or linear relationships, 
ML models can handle non-linear interactions and accommodate a wide range of variables. This flexibility allows ML to 
capture the inherent heterogeneity of T2D, which is shaped by multiple factors. By uncovering hidden patterns in patient 
data, ML models provide more personalized and accurate predictions of how individual patients will respond to specific 
treatments. Studies demonstrate that ML-based models reveal complex relationships that might be overlooked by 
conventional methods, enabling more tailored and effective treatment strategies for managing T2D.

The significance of tailoring treatment strategies using ML for individual patients has gained increasing 
recognition.10,11 However, existing predictive models used in clinical practice often fall short in capturing patient- 
specific variability, such as differences in treatment response, comorbidities, and demographic factors. These limitations 
can hinder their utility in accurately predicting long-term treatment outcomes, including changes in HbA1c levels. 
Accurately predicting these changes has significant clinical implications, such as enabling healthcare providers to tailor 
treatment strategies more effectively, minimize the risk of adverse effects, and ultimately improve overall patient 
outcomes.

This study leverages electronic health records (EHR), offering a more diverse and representative patient population 
from real-world clinical settings.12–16 Furthermore, this study models six different antidiabetic substances, including 
metformin, GLP-1 analogs, DPP-4 (dipeptidyl peptidase 4) inhibitors, SGLT2 (sodium glucose co transporter 2) 
inhibitors, combinations of oral glucose-lowering drugs, and insulin. This broader scope enhances the generalizability 
and applicability of the findings to a wider range of treatment scenarios encountered in real-world clinical practice.17

This study aims to advance predictive modeling in T2D management by integrating values derived from RCTs as 
predictors during model training, creating an offset model that merges RCT-derived insights with real-world data. Offset 
modeling refers to the inclusion of external, evidence-based reference values (such as RCT outcomes) as baseline or 
contextual inputs in predictive models to enhance their relevance and robustness when applied to diverse real-world 
settings.

Furthermore, the value of these prediction models extends beyond their ability to accurately forecast changes in 
HbA1c levels for individual patients. It is crucial not only to provide precise predictions but also to elucidate the 
underlying factors driving these changes. By employing XAI techniques, this study seeks to improve the transparency 
and interpretability of its predictions. Explainable AI refers to methods and tools that allow users to understand, trust, 
and verify the reasoning behind machine learning model predictions. These techniques offer clinicians valuable 
insights into the factors driving the predictions, thereby facilitating more informed and confident decision-making in 
T2D treatment.

This study has been supported by Next-Generation HTA (HTx, 2019–2024), which is a Horizon 2020 project 
supported by the European Union.
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Materials and Methods
Study Design
Two distinct study designs were employed to assess the impact of anti-diabetic treatment on individuals in the context of 
HbA1c levels. The initial approach solely relied on baseline values as predictors, also capturing patient’s HbA1c levels 
before any treatment initiation (baseline models). This design sought to establish a foundational understanding of 
patient’s starting points, offering a snapshot of their metabolic status before intervention. By isolating baseline HbA1c 
values, this study aimed to discern initial patterns and trends among the patient cohort. Additionally, incorporating 
expected HbA1c changes derived from RCT values enriched the analysis, providing a standardized benchmark for 
anticipated treatment outcomes.18–25

In contrast, the second study design incorporated a follow-up measurement of HbA1c after drug initiation. This 
approach aimed to delve deeper into understanding how individual responses varied post-treatment (follow-up models). 
By utilizing the first follow-up HbA1c value post drug initiation, this study sought to elucidate the specific effects of 
treatment on individual patients for more precise prediction.

Data Description
Patients with T2D (ICD-10 code E11) diagnosed by the end of 2012 (N=10,139) were identified from regional EHR of 
Siun sote, the Joint Municipal Authority for North Karelia Social and Health Services, Finland. The information collected 
covered patient-level records from both primary and specialized health care, including diagnostic and laboratory data for 
2011–2019. Data were compiled with medication purchase data for 1995–2019 obtained from the Finnish Prescription 
Register maintained by the Social Insurance Institution of Finland.

Antidiabetic drug initiations were identified from the Finnish Prescription Register. Patients initiating an antidiabetic 
drug in 2012–2018 as a new user, ie, no previous use of the drug during 1995–2011, were included. The dataset included 
initiations of various antidiabetic drugs, such as metformin (ATC code A10BA02), GLP-1 analogs (A10BJ), DPP-4 
inhibitors (A10BH), SGLT2 inhibitors (A10BK), combinations of oral blood glucose-lowering drugs (A10BD), and 
insulin (A10A). Each drug purchase was assumed to last for 90 days (about 3 months), and 90-day gaps were allowed 
between the end date of the last purchase and the date of the subsequent purchase. The drug use period was discontinued 
when the gap exceeded 90 days (about 3 months), when another antidiabetic drug was initiated, when the patient died, or 
the administrative end (Dec 31, 2019) was reached. The drug use period was required to last for at least 12 months to be 
included in further analyses. Patients initiating more than one antidiabetic drug at a time were excluded. However, one 
patient could have several drug use periods with different antidiabetic drugs, but only the first period with a particular 
drug was included (ie, new user).

Outcomes
HbA1c was routinely measured with the turbidimetric inhibition immunoassay method in the regional Eastern Finland 
laboratory (ISLAB, \\ https://www.islab.fi). Values were standardized to the International Federation of Clinical 
Chemistry (IFCC) units (mmol/mol). Change in HbA1c was calculated as a difference between baseline HbA1c 
(measured within four months prior to or at the drug initiation) and 12-month HbA1c (closest measure of 12-month 
time point occurring 80–365 days after the drug initiation).

Potential Predictors
We utilized a diverse dataset consisting of patient information (age, sex, duration of T2D), drug details, comorbidities, 
and baseline HbA1c values to predict the change in HbA1c levels after the drug initiation. In addition to HbA1c, the data 
included most recent laboratory measures before antidiabetic drug initiation on fasting plasma glucose (FPG), serum total 
cholesterol, low-density and high-density lipoprotein cholesterols (LDL and HDL, respectively), triglycerides, and 
creatinine extracted from the EHRs. From creatinine, we further calculated the estimated glomerular filtration rate 
(eGFR) based on the CKD-EPI formula. Recordings on body mass index (BMI; kg/m2) before antidiabetic drug initiation 
were also available from the EHRs. Information on use of other than antidiabetic drugs within the previous year of 
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antidiabetic initiation was gathered from the Finnish Prescription Register using the third level of ATC code. 
Comorbidities occurring before antidiabetic initiation were identified and categorized with ICD-10 codes from the 
EHRs. A variable, days, was calculated to represent the time difference between date of antidiabetic drug initiation 
and 12-month follow-up HbA1c, quantifying treatment response duration. This variable was employed to filter the 
dataset, ensuring inclusion of only those patients whose 12-month follow-up HbA1c measurement occurred between 80- 
and 365-days post-drug initiation. Follow-up models had one additional feature, which is the first follow-up measurement 
of HbA1c after a drug initiation (occurring within 80–365 days) was used as a predictor. Therefore, the sample for 
follow-up models was restricted to include patients who had at least two HbA1c measurements taken between 80- and 
365-days post-drug initiation. A comprehensive list of potential predictors with definitions is presented in Supplementary 
table S1.

The expected efficacy of an antidiabetic drug in lowering blood glucose levels was based on a literature review of 
meta-analyses and RCT of the substances.18–25 A comprehensive list of the expected efficacies for the drugs used in this 
study and their 95% confidence intervals are presented in Supplementary table S2.

Data Preprocessing and Feature Selection
Data preprocessing steps were implemented to ensure data quality and model performance. Missing values were 
addressed through imputation and exclusion, with a specific focus on maintaining data integrity by removing rows 
with missing entries in the response column. The K-Nearest Neighbors (KNN) algorithm was used for imputation in 
datasets by considering two neighboring data points.26 Columns with constant values across all rows were discarded to 
prevent redundancy and streamline the dataset. Outliers were detected and removed to enhance model robustness using 
Ordinary Least Squares (OLS) model.27 The process involved fitting an OLS model to the training set and calculating the 
standardized residuals. Observations with standardized residuals exceeding a threshold of 6.5 were identified as outliers. 
These outliers were then removed from the training and testing sets to enhance the model’s robustness. The code 
exemplifies a thorough approach to addressing outliers, ensuring that the model’s performance is not influenced by 
extreme data points.

Data splitting is a pivotal step in ML, where the dataset is randomly divided into a training set and a test set. 
Specifically, 70% of the data was allocated for training, while the remaining 30% was reserved for testing. The study 
used the data splitting function called GroupShuffleSplit, preserving the structure of related data points indicated by the 
subject ID column.28 GroupShuffleSplit ensures that groups of related data (ie, same Subject ID) stay together in the 
training or test set, avoiding information leakage. This approach enables assessment of the model’s performance on 
unseen data, mirroring real-world scenarios and maintaining the integrity of relationships within the dataset. Furthermore, 
feature selection was done using the SelectKBest method, employing mutual_info_regression as the scoring function.28 

This process selects the top k features with highest mutual information with the target variable (ie, change in HbA1c 
levels). Furthermore, selecting the best number of features was crucial for optimizing prediction model performance.

Prediction Modelling and Explainability
For predicting treatment response among patients with T2D, five diverse machine learning models were enlisted: linear 
regression (LR), multi-layer perceptron (MLP) regression, ridge regression (RR), random forest regressor (RF), and 
extreme gradient boosting (XGB) regressor.28–33 LR elucidated linear associations between input variables and treatment 
response, providing a transparent interpretation of linear relationships. MLP regression was chosen to discern non-linear 
patterns within the data, identifying complex relationships beyond linear correlations. RR addressed potential multi
collinearity concerns, enhancing model robustness through regularization. Additionally, the ensemble models, RF and 
XGB, were incorporated. RF leverages a collection of decision trees to capture intricate relationships and patterns in the 
data, while XGB optimizes predictive performance by boosting weak learners. Subsequent regression analysis facilitated 
the derivation of fitted lines, visually representing the connection between predictors and treatment response. The 
equations of the lines of best fit were calculated and displayed for interpretation. To gauge prediction uncertainty, 
95% confidence and prediction intervals were plotted, providing a comprehensive understanding of plausible outcomes 
based on the predicted treatment responses across the diverse models employed.
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The models were trained using the training dataset and optimized through hyperparameter tuning. A total of ten (5 
x (baseline models + follow-up models)) ML models were trained and tested. Evaluation metrics such as R-squared score 
(R²) and Root Mean Squared Error (RMSE) were computed to assess model performance. R² measures how well the 
model’s predictions align with actual outcomes, with values closer to 1 indicating better predictive power. In contrast, 
RMSE provides the average magnitude of prediction errors, with lower values signifying more accurate models.

In this study, SHAP (SHapley Additive exPlanations) was applied to enhance interpretability for baseline and follow- 
up MLP models to showcase the interpretability and validate model’s findings. SHAP leverages cooperative game theory 
and Shapley values, where features act as players collectively contributing to predictions.34 Shapley values offer a fair 
distribution of each feature’s contribution. SHAP provides both local and global interpretability of ML models. Locally, it 
explains the role of each feature in specific healthcare instances, aiding decision-making. Globally, it aggregates insights 
over the entire dataset, revealing consistent feature importance. This transparency is crucial in healthcare, ensuring that 
ML models are understandable and trustworthy for informed decision-making and patient care.

Ethics Statement
Use of the data was approved by the ethics committee of the Northern Savonia Hospital District (diary number 81/2012). 
The study protocol was also approved by the register administrator, Siun sote, the Joint Municipal Authority for North 
Karelia Social and Health Services. A separate permission to link data on medication purchases and special reimburse
ments was achieved from the Social Insurance Institution of Finland (diary number 110/522/2018). Only pseudonymized 
register-based data were utilized and individuals in the registers were not contacted. In accordance with Finnish 
legislation, consent from the patients was not needed as the study was carried out entirely using register data without 
contacting the patients.

Results
The data preprocessing steps for both the baseline and follow-up models are illustrated in Figure 1, with more detailed 
information available in Appendix 1. Baseline characteristics of the cohort in the baseline model are shown in Table 1. 
Figure 2 presents the progression of HbA1c levels from 5 to 12 months before drug initiation to 12 months after drug 
initiation. The patients are categorized based on the type of new drug or combination therapy they received. The pre- 
processed data was randomly divided into training and testing sets to evaluate the models effectively.

Table 2 summarizes the performance of all ML—for both the baseline and follow-up models. The baseline model’s R² 
scores ranged from 0.48 to 0.55 on the testing set, with the MLP and LR models performing similarly (R² ≈ 0.54, RMSE 
≈ 9.46), while the XGB model achieved the highest R² on the training set (0.99) but showed signs of overfitting on the 
testing set (R² = 0.47, RMSE = 10.14). In contrast, the follow-up models demonstrated improved performance across all 
metrics, with the MLP yielding an R² of 0.74 on the training set and 0.65 on the testing set (RMSE = 7.61). This suggests 
that incorporating follow-up HbA1c data enhances prediction accuracy. Additionally, the Random Forest model showed 
improvement in the follow-up set with a slightly higher R² (0.57) and reduced RMSE compared to the baseline model.

Table 3 provides a breakdown of the performance of the MLP model for different drug classes. Metformin achieved 
the highest R² (0.75 in the baseline model, 0.86 in the follow-up model) with low RMSE values (5.93 and 5.11, 
respectively), while GLP-1 analogs had the lowest R² scores (0.11 and 0.52 in baseline and follow-up models, 
respectively). The follow-up model significantly improved the prediction of Insulin response (R² = 0.71, RMSE = 10.52).

The number of features, k, was set to 15 for the baseline model and 10 for the follow-up model after iterative testing 
from k = 1 to 150 for each study design. The SelectKBest function was used to select the most significant features for 
predicting changes in HbA1c following the initiation of anti-diabetic medications. For the baseline model, the selected 
features covered a wide array of important indicators, including HbA1c Baseline, Fasting Plasma Glucose (FPG), HDL, 
Insulin and its derivatives, Cancer or in situ carcinomas, and Mean HbA1c Change (RCT) (Figure 3(a)). Similarly, for 
the follow-up model, 10 key features were selected, as shown in Figure 3(b). The top features were HbA1c Baseline, 
Fasting Plasma Glucose (FPG), Follow-up HbA1c, HDL, Non-insulin glucose-lowering meds, and GLP-1 analog use in 
past year. It is noteworthy that while both the baseline and follow-up models included RCT-derived HbA1c change 
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Figure 1 Data pre-processing steps for baseline and follow-up models.
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values as potential predictors (offset-modeling), only the baseline model identified this variable as a significant feature in 
the final selection.

The ML models were then trained and tested, generating regression lines with confidence intervals (CI) to provide 
estimates of true population parameters with 95% confidence (Figure 4). The baseline model achieved an R² of 0.52 for 
the training set and 0.55 for the testing set, with RMSE values of 9.27 and 9.50, respectively. The follow-up model 
exhibited superior performance, with an R² of 0.74 for the training set and 0.65 for the testing set, and RMSE values of 
6.93 and 7.62 (Table 2). However, certain models, such as RF and XGB, showed signs of overfitting. The baseline model 
showed variability in performance across drug classes. For Metformin, it achieved an R² of 0.75 with low RMSE values, 
but for GLP-1 analogs, it had a lower R² of 0.11. The follow-up model demonstrated overall improved performance, 
especially in predicting Insulin response, with an R² of 0.71, significantly outperforming the baseline model.

Global SHAP explanations were employed to evaluate the overall feature importance of the model (Figure 5), 
providing an overview of how various features contributed to predictions. SHAP decision plots (Figure 6) then offered 
a more detailed, individualized perspective, illustrating the specific impact of each feature on individual predictions for 
four randomly selected samples. To further ensure transparency regarding the model’s decision-making process, Figures 
S1 and S2 display SHAP decision plots for four randomly selected samples (from those used in Figure 6). These plots 

Table 1 Baseline Characteristics of the Cohort in 
Baseline Model (N=1693)

Characteristic Statistic

Mean age (SD), years 67.5 (11.7)

Median age (range), years 68 (83)

Male, n (%) 980 (57.9)

Female, n (%) 713 (42.1)

Mean duration of T2D (SD), years 10.1 (6.6)

Mean BMI (SD), kg/m2 32.4 (6.5)

Median BMI (range), kg/m2 31.65 (49.1)

Missing data on BMI, n (%) 249 (14.7)

Initiated T2D drug class, n (%)

Metformin 224 (13.2)

GLP-1 analogs 90 (5.3)

DPP-4 inhibitors 577 (34.1)

SGLT2 inhibitors 403 (23.8)

Combination drugs 128 (7.6)

Insulin 271 (16.0)

Mean HbA1c (SD), mmol/mol 62.4 (17.0)

Mean FPG (SD), mmol/l 9.3 (3.1)

Missing data on FPG, n (%) 175 (10.3)

Mean HDL cholesterol (SD), mmol/l 1.2 (0.4)

Missing data on HDL cholesterol, n (%) 195 (11.5)

Abbreviations: BMI, body mass index; FPG, fasting plasma glucose; 
HDL, high-density lipoprotein; T2D, type 2 diabetes.
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present individual feature values in detail, allowing for a complete view of how these features influenced the model’s 
decisions for each sample.

Performance comparisons between the observed, predicted, and expected HbA1c changes for all test samples are 
illustrated in Figure 7a and b. In the baseline model, out of 510 testing samples, predictions for 287 samples were more 
closely aligned with the actual values, while predictions for 223 samples were closer to the expected values from RCT 
data. In the follow-up model, with 348 test samples, predictions for 202 samples were more accurate relative to the actual 

Figure 2 Progression of HbA1c in T2D patients: 5–12 months pre-drug initiation to 12 months post-drug initiation, stratified by the class of the initiated antidiabetic drug.

Table 2 Performance for All Baseline and Follow-up Models. The RCT Model is Represented Using the Mean 
Difference for Change in HbA1c of the Drug Based on RCT Values in Comparison to the Observed HbA1c 
Change

Baseline Model Follow-up Model

Model Dataset R2 Score RMSE R2 Score RMSE

Linear regressor (LR) Train 0.520424 9.265469 0.734323 7.084934

Test 0.546233 9.458386 0.645561 7.661056

Multi-layer perceptron regressor (MLP) Train 0.519785 9.271641 0.745386 6.935855

Test 0.542590 9.496275 0.649551 7.617811

Ridge regressor (RR) Train 0.520424 9.265469 0.734323 7.084937

Test 0.546225 9.458471 0.645553 7.661142

Random forest regressor (RF) Train 0.929531 3.551693 0.956225 2.875861

Test 0.549121 9.428246 0.569999 8.438253

Extreme gradient boosting regressor 
(XGB)

Train 0.991443 1.237595 0.996988 0.754344

Test 0.478398 10.140759 0.588557 8.254162

RCT model Test 0.044914 13.722148 0.041581 12.597827
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values, while 146 predictions were closer to the expected RCT outcomes. Supplementary figures S1 and S2 provide 
additional insights into the predictions for individual patients, while Supplementary figure S3 presents a comparison of 
changes in HbA1c levels and BMI from baseline to 12 months across different drug classes.

Discussion
This study introduces several methodological advancements in ML-based T2D management. The use of real-world data 
captures a broad and representative patient population, enhancing the model’s relevance to diverse clinical settings. The 
study models six different antidiabetic substances, increasing the generalizability of its findings. The incorporation of 
RCT-derived values as predictors during model training introduces a novel offset model that blends controlled trial data 
with real-world patient outcomes, strengthening the model’s predictive capacity. Additionally, the application of XAI 
techniques provides insights into the key factors driving changes in HbA1c levels, fostering transparency and trust in the 
model’s predictions.

When the outputs of the baseline and follow-up models were compared to estimated average results from RCT, 
valuable insights emerged regarding their performance. The findings suggest that ML models have a remarkable capacity 
to generate more accurate and personalized predictions for individual patients compared with the broader expectations set 

Table 3 Performance of MLP Regressor for Each Study Design 
by Drug Class on Test Set

Model Drug Class RMSE R2Score

Baseline model Metformin 5.93 0.75

Combination drugs 11.62 0.26

DPP-4 inhibitors 8.36 0.28

SGLT-2 inhibitors 6.29 0.60

Insulin 14.17 0.58

GLP-1 analogs 13.67 0.11

Follow-up model Metformin 5.11 0.86

Combination drugs 9.13 0.41

DPP-4 inhibitors 6.51 0.33

SGLT-2 inhibitors 7.13 0.59

Insulin 10.52 0.71

GLP-1 analogs 7.98 0.52

Figure 3 Feature importance plot for baseline (a) and follow-up (b) models.
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by RCT. Notably, ML models also leverage a richer feature set compared to traditional statistical models, allowing for the 
incorporation of a wider range of patient-specific variables, which further enhances predictive accuracy.35 This compre
hensive data integration enables ML models to capture nuanced patterns that statistical methods may overlook, ultimately 
providing more precise results.

Furthermore, the follow-up models consistently outperformed the baseline models in predicting changes in HbA1c 
levels. This improvement aligns with the understanding that incorporating follow-up HbA1c measurements after drug 
initiation enhances the model’s accuracy and provides early indication of whether the drug’s effects are taking hold 
sooner than expected.

Baseline models exhibit both novelty and superiority in predicting HbA1c changes compared with previous 
research.11,17,36 Specifically, in a study utilizing penalized regression for predicting HbA1c outcomes, the R2 score 
was reported as 0.30.11 The baseline MLP model, in this study, achieved higher performance metrics with an R² of 0.52 

Figure 4 Fitted regression lines and drug class distribution for MLP baseline (a) and follow-up (b) models. Regression lines represent the model’s fit, with samples 
differentiated by color to denote various drug classes. The Figure also includes 95% confidence intervals (CI) and 95% prediction limits.

Figure 5 Global SHAP explanations for MLP baseline (a) and follow-up (b) models. This Figure provides insights into the overall importance of features, offering 
a comprehensive view of the model’s interpretability.
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and 0.55 for training and testing datasets respectively. The baseline model’s performance varied across drug classes. It 
showed high accuracy in predicting Metformin response but lower accuracy for GLP-1 analogs.

The follow-up MLP model further outperformed the baseline MLP model, achieving higher R² values (0.74 for 
training and 0.65 for testing), indicating more precise predictions. Most models generalized well to the testing dataset, 
though the RF and XGB models showed signs of overfitting during training. The follow-up MLP model, however, 
consistently demonstrated better performance, especially in predicting insulin response, with an R² of 0.71 for testing 
data.

The progression of mean HbA1c in T2D patients from Figure 2 highlights that all drug classes experienced 
a reduction in HbA1c levels after drug initiation, but distinct patterns emerged across different drug classes. For 
example, patients using all drugs except GLP-1 analogs experienced an initial increase in HbA1c levels during the 
initiation phase (0–4 months before treatment), compared to the 5–12 months prior to initiation. The indication for the 
initiation of GLP-1 analogs can be related in addition to better glycemic control also to weight reduction and decreasing 
hypoglycemia risk, which might explain smaller increase of HbA1c levels in the initiation phase as compared to other 
treatment classes (see Supplementary figure S3). Furthermore, HbA1c levels showed little further reduction from the first 

Figure 6 SHAP decision plots with chosen samples for MLP baseline (a) and follow-up (b) models. The Figure highlights SHAP decision plots, revealing the impact of four 
specifically chosen samples. A legend accompanies these plots, indicating the actual HbA1c change, providing a clear visualization where x-axis represent the predicted 
HbA1c change.

Figure 7 Observed, predicted, and expected HbA1c change for MLP baseline (a) and follow-up (b) models. This Figure presents a comprehensive overview, illustrating the 
observed, predicted, and expected (based on randomized controlled trials) HbA1c change for all test samples in the baseline and follow-up models.
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follow-up measurement to the 12-month mark, implying that the most significant changes occur shortly after drug 
initiation.

This study demonstrates favorable outcomes for the use of GLP-1 analogs in patients with T2D, showing significant 
improvements in glycemic control and weight reduction with no initial HbA1c increase commonly seen with other drug 
classes. Given that GLP-1 analogs were primarily prescribed to patients with high BMI and elevated insulin levels—key 
indicators of obesity—these findings support their use even as the first-line therapy for T2D patients with comorbid 
obesity-related conditions. Current guidelines already prioritize GLP-1 analogs as the first-line treatment for patients with 
cardiovascular or renal comorbidities. Based on our data, expanding their use to include obese patients at an earlier stage 
could improve their outcomes. However, external validation in diverse cohorts is needed to confirm these findings and 
refine treatment guidelines for this population.

The analysis of the models using SHAP revealed important insights into the predictors of HbA1c changes. In the 
baseline MLP model (Figure 5a), several influential features were identified, including baseline HbA1c levels, the 
duration of T2D, and the mean HbA1c change from prior clinical trials. Specifically, higher baseline HbA1c levels were 
associated with more significant reductions in HbA1c following treatment, whereas a longer duration of T2D tended to 
correlate with less favorable treatment outcomes. Other notable factors included recent insulin use, the presence of 
comorbidities, cancer, and fasting plasma glucose. In the follow-up MLP model (Figure 5b), both baseline and follow-up 
HbA1c levels emerged as critical predictors of future outcomes. This analysis highlighted the significant roles of non- 
insulin glucose-lowering medications, fasting plasma glucose, and HDL cholesterol in influencing predictions.

The SHAP decision plots (Figure 6) provided further detail on how individual features impacted models’ prediction 
for randomly selected set of patients. In the baseline model, higher baseline HbA1c levels and longer durations of T2D 
were linked to larger predicted decreases in HbA1c. However, it was also noted that extended durations of T2D might 
result in less favorable treatment responses. In the follow-up MLP model, the decision plots illustrated the significant 
influence of both baseline and follow-up HbA1c levels on predictions, while also underscoring the importance of fasting 
plasma glucose and the use of GLP-1 analogs. However, it is important to acknowledge that SHAP has limitations, 
especially when it comes to interpreting interactions between features or when the model complexity increases.

The influence of drug class initiation, baseline HbA1c levels, and diabetes history are rather obvious; however, the 
role of comorbidities like cancer is less straight forward. Cancer has impact on metabolic processes and overall health.37 

A few studies suggest a relationship between cancer and malnutrition, leading to a catabolic status characterized by 
increased metabolism including glucose metabolism.38,39 The increased glucose metabolism associated with cancer may 
lead to decreased insulin secretion and reduced effectiveness on post-receptor levels. In practical terms, this suggests that 
individuals with T2D who also suffer from cancer may experience challenges in managing their blood sugar levels 
effectively. This could manifest as difficulties in achieving glycemic control despite adherence to treatment regimens. 
Also, cancer treatments such as chemotherapy or radiation therapy may impact glucose metabolism and insulin 
sensitivity, potentially exacerbating glycemic control issues in individuals with T2D.38 This example highlights the 
importance of considering comorbidities when designing the individualized treatment regimen.

The feature combinations of lipid-modifying agents in baseline models are supported by relevant literature, including 
findings from the meta-analysis examining the influence of ezetimibe treatment on glycemic control. The meta-analysis 
investigated the effects of combining ezetimibe with statin therapy on glycemic parameters, shedding light on the 
potential influence of lipid-modifying agent combinations on HbA1c levels.40

The prescription of systemic antifungal medications in follow-up model indicates the impacts of fungal infections, 
which are more common in diabetic patients with high glucose levels.41 This feature is crucial for understanding the 
burden of infections in the study population and their association with glycemic control and other risk factors. Neurotic, 
somatoform, stress disorders incl. eating disorders are also significant as stress is a known contributor to inflammation 
and glucose dysregulation in diabetes.42 Stress can induce hyperglycemia through the release of stress hormones like 
cortisol, exacerbating inflammation and insulin resistance.42 The inclusion of these disorders helps to explore the 
psychosomatic interface in diabetes management and the impact of mental health on glycemic control.42 Lastly, 
conditions like back pain and degenerative disc disease are associated with chronic inflammation, which can aggravate 
insulin resistance and complicate diabetes management. The presence of Back diseases in follow-up model warrants 
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a closer examination of the inflammatory pathways that might contribute to poor glycemic control and increased 
comorbid complications.

An intriguing observation in the used data set is an increase in HbA1c levels in some patients post treatment 
(Figure 7), even though, theoretically, HbA1c should decrease after drug initiation. This warrants further investigation. 
A key factor contributing to this phenomenon could be treatment adherence, as some patients in the EHR might have 
never started taking the prescribed drug, leading to a lack of the expected HbA1c reduction.43 Other potential factors 
include individual patient responses or clinical complexities. Analyzing these findings further will offer valuable insights 
for refining our model and understanding the clinical implications of such unexpected trends, particularly in relation to 
adherence.

The integration of EHR with ML models offers significant advantages in healthcare research. EHRs provide access to 
large-scale, real-world data, enabling more personalized and accurate predictions of patient outcomes.12–16 However, 
EHR data can present challenges, particularly related to missing values, which can affect the quality and reliability of the 
models. In this study, data pre-processing led to a significant reduction in sample size due to missing values, as 
incomplete records were removed. This reduction can negatively affect ML model training by limiting the available 
data, which may decrease model robustness and increase the risk of overfitting. Overfitting can cause the model to 
perform well on training data but poorly on unseen data, reducing its predictive accuracy and generalizability. Despite 
efforts to mitigate overfitting through techniques like cross-validation and hyperparameter tuning, this remains 
a limitation that warrants further attention.

Missingness in EHR data is often due to patients not having their values measured within a specific time frame, which 
may vary based on variable definitions. For example, BMI might not be recorded if the patient is reluctant (eg, severely 
obese individuals) or if the patient has a normal weight, making the measurement seem unnecessary. Additionally, this 
study acknowledges the potential impact of unmeasured confounding variables such as medication adherence, lifestyle 
factors, and undetected comorbidities, which were not captured in the dataset. These factors could influence changes in 
HbA1c levels and may limit the study’s ability to fully explain patient outcomes.

The focus of this study on a 12-month follow-up period may also limit its ability to capture long-term treatment 
effects or changes in patient health status. Longer follow-up periods would provide a more comprehensive view of 
treatment durability and changes in health over time. Moreover, the performance of the models varied significantly across 
different drug classes, particularly with treatments like GLP-1 analogs, suggesting that predictive accuracy may be 
affected by patient heterogeneity within drug classes. Future research should explore subgroup-specific modeling 
approaches and include additional predictors to improve the performance and generalizability of these models. An 
important area for future research is evaluating the generalizability of the model across various healthcare settings. 
Testing the model in diverse clinical environments, such as primary care, specialty clinics, and hospitals across different 
geographic regions, will help assess its robustness and adaptability. This will allow us to understand how well the model 
performs in real-world settings beyond the scope of this study and identify potential adjustments needed for broader 
applicability.

As part of our future work, we are developing a personalized treatment selection model aimed at identifying the 
optimal therapy for type 2 diabetes patients. The model focuses on selecting between SGLT2 and DPP4 inhibitors based 
on individual patient characteristics and their relative effects on multiple health parameters as responses. These 
parameters include HbA1c, BMI, LDL, and HDL levels.

Conclusion
This study successfully used machine learning to predict changes in HbA1c levels following the initiation of different 
antidiabetic drugs in patients with T2D from the North Karelia region in Finland. Prediction accuracy is improved by 
incorporating expected HbA1c changes from RCT into the baseline model, creating an offset model that leverages 
clinical trial data as a benchmark for real-world predictions.

The findings of this study indicate that ML-based models enable more precise targeting of appropriate medications for 
individual patients. Additionally, the use of follow-up models facilitates timely adjustments to treatment when anticipated 
therapeutic effects are not observed, potentially improving patient outcomes. Additionally, the results contribute to 
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a better understanding of how antidiabetic drugs influence glycemic control, helping clinicians choose appropriate 
treatments for T2D patients. The study also emphasizes the interpretability and robustness of the ML models, demon
strating their stability and effectiveness across different dataset splits. The use of the SHAP library further enhanced 
transparency by revealing the importance of individual features, making the model’s predictions more clinically relevant. 
Future research could explore additional predictors, incorporate longitudinal models, and use larger datasets to improve 
the performance and generalizability of these models.
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