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Objective: Distinguishing diabetic nephropathy (DN) from non-diabetic renal disease (NDRD) remains challenging. This study 
developed and validated a machine learning model for differential diagnosis of DN and NDRD.
Methods: We included 100 type 2 diabetes mellitus (T2DM) patients with proteinuria from four Xuzhou hospitals (2013–2021), 
divided into DN (n=50) and NDRD (n=50) groups based on renal biopsy. Clinical data were used to build a predictive model. External 
validation was performed on 55 patients from The Affiliated Taian City Central Hospital of Qingdao University (2019–2023). Models 
were constructed using Python’s scikit-learn library (v1.4.2), with feature selection via Recursive Feature Elimination (RFE).
Results: Compared to NDRD, DN patients had lower TG/Cys-c ratio [1.45 (0.75, 1.99) vs 2.78 (1.81, 4.48)], higher systolic blood 
pressure (156.80 ± 20.14 vs 137.66 ± 17.67), longer diabetes duration [78 (24, 120) vs 18 (6, 48) months], higher diabetic retinopathy 
prevalence (60% vs 40%), higher HbA1c [7.98 (6.50, 10.40) vs 7.10 (6.70, 7.90)], and lower hemoglobin (115.66 ± 22.20 vs 135.64 ± 
18.59). The logistic regression (LR) model, incorporating TG/Cys-c ratio, SBP, diabetes duration, DR, HbA1c, and Hb, achieved an 
AUC of 0.9305, accuracy of 0.8333, sensitivity of 0.8283, and specificity of 0.8701. External validation showed an AUC of 0.9642, 
accuracy of 0.9455, sensitivity of 0.9615, and specificity of 0.9310. We named this method PDN (Prediction of Diabetic Nephropathy) 
and developed an online platform: http://cppdd.cn/service/PDN.
Conclusion: This machine learning-based method effectively differentiates DN from NDRD, aiding clinicians in diagnosis and 
treatment planning.
Keywords: diabetic nephropathy, non-diabetic renal disease, discriminant model, machine learning, logistic Regression

Introduction
Diabetes mellitus (DM) is one of the most important health problems in the world. The number of people with diabetes is 
estimated to be 537 million in 2021 and is expected to increase to 784 million by 2045.1 Diabetic nephropathy is one of the 
most common microvascular complications in DM patients. Diabetic nephropathy is the main cause of ESRD, and about 
30–50% of End Stage Renal Disease (ESRD) worldwide is caused by DN.2 However, proteinuria in T2DM patients is not 
necessarily DN, and may also be NDRD. The typical pathological manifestations of DN include thickening of the glomerular 
basement membrane and the formation of K-W nodules.3 In contrast, the pathological mechanisms of NDRD are complex and 
are generally not induced by a hyperglycemic environment.4 The incidence of NDRD in renal biopsy of T2DM patients is 
about 45%-80%.5,6 Studies have found that, compared to DN patients, NDRD patients show significant improvement in 
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proteinuria and renal function after treatment with glucocorticoids and immunosuppressants, with an overall better prognosis 
than DN patients.7,8 If these patients are misclassified as NDRD, their treatment may be limited, potentially missing 
opportunities for specific therapies that could improve renal outcomes.9 Therefore, distinguishing between DN and NDRD 
in patients with type 2 diabetes and renal impairment is crucial. Renal biopsy remains the gold standard for differentiating DN 
from NDRD.10 However, due to its invasive nature, risk of complications such as bleeding and infection, high cost, and 
complexity, it is unsuitable for routine screening. Biopsy is typically performed only when NDRD is suspected.11 Studies have 
found that a short duration of diabetes, absence of DR, hematuria, or unexplained acute kidney injury are common clinical 
features used to predict NDKD in patients with type 2 diabetes.12,13 However, the predictive value of these factors varies 
across studies. Therefore, there is an urgent need to develop non-invasive methods to assist in distinguishing DN from NDRD.

Previous studies have employed various conventional statistical methods to develop predictive models for DN.6,9,14 

Currently, machine learning (ML) methods offer several advantages over traditional regression approaches.12 Research 
has demonstrated that ML has achieved notable success in the prediction and diagnosis of diabetes and DN.15–18 ML 
models, combined with feature selection, have fewer restrictive statistical assumptions than traditional methods, thereby 
improving clinical decision-making. ML is regarded as an objective and reproducible approach that integrates multiple 
quantitative variables to enhance diagnostic accuracy.15,19,20

This study employed machine learning methods to develop a novel predictive model for distinguishing DN from 
NDRD. Using renal biopsy as the gold standard, we established a prediction model based on six non-invasive indicators: 
TG/Cys-C ratio, SBP, diabetes duration, DR, HbA1c, and Hb. Our goal is to utilize easily collected clinical information 
to create a clinical decision support system for identifying NDRD patients and facilitating early intervention.

In this study, five machine learning methods, RF, GBM, LR, SVM and XGB, were compared, and combined with 
clinical features and hematological indicators, a differential diagnosis model of DN and NDRD was constructed. Finally, 
LR can choose the best model, the best model can be on the web site, http://cppdd.cn/service/PDN, is convenient quickly 
identify early in clinical DN and NDRD.

Methods
Research Object
This is a multicenter retrospective observational study involving 4 nephropathy departments of Xuzhou Medical University 
Affiliated Hospital, Xuzhou Central Hospital, Xuzhou Municipal Hospital, and Xuzhou Hospital of Traditional Chinese 
Medicine. Patients with type 2 diabetes who had completed a kidney needle biopsy between January 2013 and October 2021 
were collected. According to the pathological classification of kidney, 50 cases were divided into DN group and NDRD 
group, 90% of which were used as training set and the other 10% as test set. A total of 28 indicators including basic clinical 
features, blood routine, kidney function, diabetes related indicators were collected. Pearson correlation coefficient method 
was used to eliminate high correlation indicators, and finally 27 indicators were left. The missing values in the sample are 
filled in by the median or average. In addition, 26 patients with DN and 29 patients with NDRD diagnosed by kidney biopsy 
from Taian City Central Hospital from January 2019 to December 2023 were collected for external verification.

Inclusion criteria: (1) Age at which renal biopsy was performed (male or female) and gt; 18 years old with clear 
pathological findings; (2) The clinical diagnosis was type 2 diabetes, and the diagnosis of T2DM met the criteria 
established by the American Diabetes Association.21 Exclusion criteria: (1) incomplete data or unclear medical history; 
(2) other acute complications of diabetes mellitus; (3) Patients who had taken fibrate lipid-lowering drugs within 2 
months before renal biopsy; (4) Severe infection of other systems, failure of important organs, systemic immune system 
diseases and malignant tumors; (5) The pathological manifestations were DN combined with NDRD.

Clinical and Laboratory Data
General Information: Data collected included the participants’ sex, age, height, weight, and calculated body mass index 
(BMI). Information on hypertension history, SBP, diastolic blood pressure (DBP), duration of diabetes (in months), 
presence or absence of DR, and smoking or alcohol consumption history was also recorded.
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Laboratory Parameters: Blood test indicators collected during the hospital admission for renal biopsy included Hb, fasting 
plasma glucose (FPG), HbA1c, triglycerides (TG), total cholesterol (TC), high-density lipoprotein cholesterol (HDL-C), low- 
density lipoprotein cholesterol (LDL-C), albumin (ALB), uric acid (UA), cystatin C (Cys-C), serum creatinine (Scr), and 
fibrinogen (FIB). All patients provided 24-hour urine specimens following standard procedures. The total urinary protein was 
measured using the turbidimetric method on a Roche Cobas c 701 fully automated analyzer. TG/Cys-C ratio was calculated by 
dividing the TG value by the Cys-C value, with the result rounded to two significant figures.

Renal Biopsy: Ultrasound-guided fine-needle renal biopsy was performed during hospitalization. All pathological 
tissues were examined using light microscopy (with HE, PAS, PASM, and Masson staining), electron microscopy, and 
immunofluorescence pathology. The analysis was conducted by two experienced pathologists.

This study was approved by the Ethics Committee of the Affiliated Hospital of Xuzhou Medical University (approval 
number:XYFY2021-KL073-01). All patients and authorized signatories provided written informed consent. This study 
was conducted in accordance with the tenets of the Declaration of Helsinki.

Comparison of Clinical Features
Measurement data were tested for normality. Data conforming to a normal distribution are expressed as x� s, while 
non-normally distributed data are presented as M (Q1, Q3). Intergroup comparisons were performed using the 
Kruskal–Wallis H-test. Categorical data are expressed as counts (percentages), and intergroup comparisons were 
conducted using the chi-square test.

Key Feature Selection Method
Introduction to the RFE Method
Recursive Feature Elimination (RFE) is a feature selection method that selects the optimal feature subset by constructing 
a model recursively and gradually eliminating features with small weight coefficients. The process includes: The initial 
model is trained on all features, the importance of the features is calculated, the least important features are removed, and 
the model is retrained on the remaining features, iterating until a predetermined number of features is reached. By 
gradually eliminating low-weight features, RFE can effectively optimize model performance and improve interpretability.

Introduction to the RF Method
Random Forest (RF) is an ensemble learning algorithm that improves the accuracy and robustness of classification or 
regression by building multiple decision trees and combining their predictions. It adopts Bootstrap Sampling method to 
extract multiple subsample sets from the original training data, and each subsample set is used to construct a decision 
tree. In the construction process, each node randomly selects some features to split, thus generating a diversified tree 
model. Finally, the stochastic forest integrates the prediction results of each tree by means of majority voting or average, 
which improves the robustness and anti-overfitting ability of the model.

Introduction to the LR Method
Logistic Regression (LR) is a generalized linear model mainly used to solve binary classification problems. It classifies 
the logarithmic odds of the input variables by predicting them in a linear combination. In the training process, LR reduces 
the difference between the observed data and the prediction by adjusting the model parameters, and generates the final 
classification model. LR builds the model using a series of features, gradually adjusting the weight of each feature to the 
classification result. Model coefficients represent the degree to which features influence the output, and the training 
process involves optimizing the algorithm to maximize the likelihood function or minimize the loss function, ensuring 
efficient classification prediction on the data set.

All models are built using the scikit-learn library (1.4.2) in Python (3.10.10) and feature selection using the RFE method.

Model Training and Feature Selection
The entire process is divided into three stages, as shown in Figure 1.
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(1) Divide the data into the training set and the test set according to the ratio of 9:1. Random Forest, Gradient 
Boosting Machine, Logistic Regression, Support Vector Machine and Extreme Gradient were used respectively 
Boosting five algorithms train the data. On the basis of 5-fold cross-validation, the prediction model is 
established.

(2) For feature selection and model parameter adjustment, Random Forest Classifier is mainly used as the basic 
model, and cross-validation is combined to evaluate the model performance and the effect of feature selection. 
Based on the random forest model, the average accuracy under different number of trees was calculated through 
5-fold cross-validation, and the number of optimal trees, namely n_estimators, was determined to be 30, as shown 
in Figure 2. Then, recursive feature elimination (RFE) was used to select features iteratively, gradually increase 
the number of features, observe the average accuracy of cross-validation, and draw a learning curve, as shown in 
Figure 3. Finally, 11 features were extracted.

(3) According to the importance of each feature, forward feature selection is used to gradually select the feature with 
the greatest weight from the feature set obtained in the second stage for model construction and cross-validation to 
evaluate its prediction performance, as shown in Figure 4. According to the evaluation results, the five features 

Figure 1 Flowchart of machine learning model construction.
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with the best performance are selected, as shown in Figure 5. In addition, based on the previous research results of 
our center, “TG/Cys-C ratio” plays an important role in DN and NDRD, so it is specially included in this study, 
and these six indicators ultimately constitute the optimal feature set.22,23 These characteristics include TG/Cys-C 
ratio, SBP, diabetes course, DR, HbA1c, and Hb.

Methods of Validation
In this study, validation sets and external validation were used to evaluate the model. In order to ensure the accuracy of the 
algorithm and the reliability of the model, considering the small sample size, the five-times cross-validation method was 
used to verify the model. The data set was randomly divided into five non-overlapping parts, four of which served as the 
training set and one as the validation set. Repeating this process five times is called five-pass cross-validation, so each 
sample can be used as a validation set. Finally, the performance of the model is reevaluated using an external validation set.

Sensitivity (Sens), specificity (Spec), accuracy (ACC), Matthews correlation coefficient (MCC) and Area under curve 
(AUC) were used to comprehensively evaluate the model, and the indicators were calculated as follows:

TP is true positive, TN is true negative, FP is false positive, FN is false negative.

Figure 2 Determines the number of n_estimators.

Figure 3 Determines the number of n_features_to_select.
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Generally, Receiver Operating Characteristic (ROC) is used to evaluate the diagnostic value of the model. Generally 
speaking, the larger the area under the ROC curve (AUC), the higher the diagnostic value of the model and the better the 
prediction performance.

Results
Trial Population
This study included 100 patients, divided into DN (50 cases) and NDRD (50 cases) groups based on renal biopsy 
pathology. The comparison of general characteristics between the two groups is presented in Table 1.

DN patients were younger on average compared to NDRD patients. The DN group had higher proportions of 
hypertension and DR, along with elevated levels of SBP, DBP, diabetes duration, HbA1c, FPG, Cys-C, and Scr. In 
contrast, the DN group showed lower levels of Hb, eGFR, TC, TG, LDL-C, and TG/Cys-C ratio, with all differences 
being statistically significant (P < 0.05).

Figure 4 Forward feature selection diagram.

Figure 5 (a) ROC curve of a 5-fold cross-validated LR model. (b) ROC curve of the LR model external validation set.
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Feature Selection
In this study, recursive feature elimination (RFE) method is used to screen important features. At the initial stage, the 
model was trained using all features, and the results showed that the prediction model built by random forest (RF) was 
the best (AUC: 0.8997, ACC: 0.8000, Sens: 0.8313, Spec: 0.8111). See Table 2 for details. In the second stage, RFE was 

Table 1 Comparison of Clinical Characteristics Between the Two Groups

Clinical Parameters DN Group (n=50) NDRD Group (n=50) Z/t/χ2 P value

Age (years, x� s) 47.98 ±11.02 54.16±10.57 −2.861 0.005
Gender (%) 0.694 0.405

Male 34 (68) 30 (60)

Female 16 (32) 20 (40)
Hypertension (%) 10.928 <0.001

Yes 43 (86) 28 (56)

No 7 (14) 22 (44)
Tobacco smoking (%) 2.250 0.134

Yes 13 (26) 7 (14)
No 37(74) 43 (86)

Alcohol drinking (%) 0.796 0.372

Yes 5 (10) 8 (16)
No 45 (90) 42 (84)

DR (%) 30.125 <0.001

Yes 30 (60) 4 (8)
No 20 (40) 46 (92)

Hematuria (%) 1.999 0.157

Yes 32 (64) 25 (50)
No 18 (36) 25 (50)

Urine sediment (%) 1.099 0.295

Yes 35 (70) 30 (60)
No 15 (30) 20 (40)

BMI [kg/m2, M (Q1, Q3)] 23.71(21.48, 26.73) 24.07 (22.04, 27.34) −0.925 0.355

SBP (mmHg, x� s) 156.80 ± 20.14 137.66 ± 17.67 5.052 <0.001
DBP [mmHg, M (Q1, Q3)] 90 (80, 100) 80 (76, 93) −2.728 0.006

Diabetes duration [month, M (Q1, Q3)] 78 (24, 120) 18 (6, 48) −3.882 <0.001

HbA1c [%, M (Q1, Q3)] 7.98 (6.50, 10.40) 7.10 (6.70, 7.90) −2.410 0.016
Hb [g/L, M (Q1, Q3)] 115.66 ± 22.20 135.64 ± 18.59 −4.879 <0.001

FPG [mmol/L, M (Q1, Q3)] 7.40 (6.51, 10.55) 6.84 (5.59, 7.46) −2.306 0.021

ALB [g/L, x� s] 33.32 ± 8.22 30.53 ± 9.23 1.597 0.113
TC [mmol/L, M (Q1, Q3)] 6.18 (4.64, 7.37) 7.43 (5.84, 10.07) −3.178 0.001

TG [mmol/L, M (Q1, Q3)] 1.89 (1.28, 2.50) 2.90 (1.72, 4.23) −3.347 0.001

HDL-C [mmol/L, M (Q1, Q3)] 1.19 (0.95, 1.52) 1.38 (1.07, 1.64) −1.693 0.091
LDL-C [mmol/L, M (Q1, Q3)] 3.70 (2.62, 4.69) 4.32 (3.18, 6.35) −2.072 0.038

Cys-C [mg/L, M (Q1, Q3)] 1.26 (0.93, 1.71) 0.89 (0.71, 1.20) −4.472 <0.001

TG/Cys-C ratio [M (Q1, Q3)] 1.45(0.75, 1.99) 2.78 (1.81, 4.48) −5.088 <0.001
Scr [umol/L, M (Q1, Q3)] 93.50 (67.00, 139.00) 68.50 (55.00, 86.00) −3.823 <0.001

UA (umol/L, x� s) 337.34 ± 81.59 355.57 ± 82.42 −1.111 0.269

eGFR [mL/min/1.73m2, M (Q1, Q3)] 68.29 (40.54, 92.15) 98.90 (73.22, 119.54) −3.547 <0.001
UPE, [g/24 h, M (Q1, Q3)] 4.55 (3.49, 7.60) 3.80 (2.04, 7.36) −1.624 0.104

FIB [g/L, x� s] 4.41 ± 1.33 4.19 ± 1.10 0.918 0.361

Abbreviations: DR, diabetic retinopathy; BMI, body mass index; SBP, systolic blood pressure; DBP, diastolic blood pressure; 
HbA1c, hemoglobin A1c; Hb, hemoglobin; FPG, fasting plasma glucose; ALB, albumin; TC, total cholesterol; TG, triglyceride; 
HDL-C, high-density lipoprotein cholesterol; LDL-C, low-density lipoprotein cholesterol; Cys-C, cystatin C; TG/Cys-C ratio, 
triglyceride/cystatin C ratio; Scr, serum creatinine; UA, uric acid; eGFR, estimated glomerular filtration rate; UPE, urinary 
protein excretion obtained over 24 h; FIB, fibrinogen.
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used for feature extraction to screen out 11 features, including SBP, diabetes course, DR, HbA1c, Hb, FPG, TC, TG, 
LDL-C, TG/ Cys-C ratio and urinary protein quantification. As shown in Table 3, the effect of the model built by RF was 
improved (AUC: 0.9121, ACC: 0.8222, Sens: 0.8328, Spec: 0.8333). Finally, through forward feature selection, six 
optimal features were identified: TG/Cys-C ratio, SBP, diabetes course, DR, HbA1c and Hb. The predictive model based 
on logistic regression (LR) performed best (AUC: 0.9305, ACC: 0.8333, Sens: 0.8283, Spec: 0.8701).

Model Comparison and Validation
The predictive models generated at each stage were compared using five machine learning methods: RF, GBM, LR, 
SVM, and XGB. Table 4 provides a comparison of the models generated in the third stage using the five machine 
learning methods. In the third stage, the prediction model built by LR algorithm had the best performance (AUC: 0.9305, 
ACC: 0.8333, Sens: 0.8283, Spec: 0.8701). We also performed external validation and finally achieved good predictive 
performance (AUC: 0.9642, ACC: 0.9455, Sens: 0.9615, Spec: 0.9310). ROC curves of LR prediction model and 
external validation are shown in Figure 5.

Prediction Tool Development
Finally, in order to facilitate clinical use and promotion, we established a prediction model of DN using six indexes: TG/ 
Cys-C ratio, SBP, diabetes course, DR, HbA1c and Hb. It is named PDN (prediction of diabetic nephropathy). At the 
same time, we design a web site, http://cppdd.cn/service/PDN, as shown in Figure 6. The site is quick and easy to use, 

Table 2 Model Comparison of Five Machine Learning Methods in the First Stage

RF GBM LR SVM XGB

Test Validation Test Validation Test Validation Test Validation Test Validation

AUC 0.8095 0.8997 0.8333 0.8871 0.8333 0.8855 0.7143 0.8393 0.8333 0.8497

ACC 0.8000 0.8000 0.8000 0.8000 0.6000 0.8111 0.7000 0.7667 0.7000 0.7333
Sens 0.6667 0.8313 0.7500 0.8733 0.6667 0.8620 0.6667 0.8106 0.7500 0.8123

Spec 0.8571 0.8111 0.8333 0.7364 0.5000 0.7490 0.7143 0.7492 0.6667 0.7112

MCC 0.5238 0.6388 0.5833 0.6230 0.1667 0.6166 0.3563 0.5539 0.4082 0.5057

Table 3 Model Comparison of Five Machine Learning Methods in the Second Stage

RF GBM LR SVM XGB

Test Validation Test Validation Test Validation Test Validation Test Validation

AUC 0.9523 0.9121 0.8750 0.8930 0.8571 0.8612 0.8095 0.8458 0.9200 0.9041

ACC 0.9000 0.8222 0.7000 0.8000 0.6000 0.7667 0.7000 0.7778 0.7000 0.7667

Sens 0.6666 0.8328 0.7500 0.8629 0.6667 0.8335 0.6667 0.7383 0.6666 0.9202
Spec 0.7142 0.8333 0.6667 0.7252 0.5714 0.7031 0.7143 0.8189 0.8000 0.8441

MCC 0.7637 0.6643 0.4082 0.5925 0.5345 0.5315 0.3563 0.5687 0.4082 0.5704

Table 4 Model Comparison of Five Machine Learning Methods in the Third Stage

RF GBM LR SVM XGB

Test Validation Test Validation Test Validation Test Validation Test Validation

AUC 0.9048 0.9000 0.7500 0.8799 0.9200 0.9305 0.7143 0.8704 0.7917 0.8831

ACC 0.8000 0.7889 0.8000 0.8000 0.9000 0.8333 0.8000 0.8000 0.7000 0.7778

Sens 0.6667 0.8480 0.7500 0.7883 0.9000 0.8283 0.6667 0.7717 0.8333 0.7577
Spec 0.8571 0.7778 0.8333 0.7683 0.8000 0.8701 0.8571 0.8444 0.5000 0.8317

MCC 0.5238 0.6264 0.5833 0.5799 0.8165 0.6914 0.5238 0.6127 0.3563 0.5857
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and users simply enter the model indicators into the specified location in order and click “Submit”. During the input 
process, ensure that the input unit is the same as the unit on the interface. After calculation and analysis, our model will 
provide the percentage probability that the sample is DN on the results page.

Discussion
With the continuous development of medical information technology, more and more machine learning models have been 
applied to the diagnosis and prediction of medical diseases. There are few similar studies on the correlation between DN 
and NDRD when learning models are applied. In a single-center retrospective study, elevated serum creatinine and urea, 
decreased eGFR, and the presence of retinopathy and peripheral neuropathy were identified as key biomarkers associated 
with DN.18 Therefore, this study intends to collect multi-center data for retrospective analysis, and build a differential 
prediction model for DN and NDRD based on machine learning model. The purpose is to early screen out patients with 
higher probability of complicated NDRD among people with type 2 diabetes with proteinuria, encourage kidney puncture 
biopsy, identify pathological types, and actively adjust treatment plan to improve patient prognosis. Improve patient 
survival rate.

The establishment of the model is a process of gradual exploration. At the initial stage, the model was trained using 
all features, and the results showed that the prediction model built by random forest (RF) was the best (AUC: 0.8997, 
ACC: 0.8000, Sens: 0.8313, Spec: 0.8111). At the initial stage, there are many clinical indicators in the prediction model, 
so we want to reduce the number of indicators in the model and improve the prediction ability of the model. Therefore, in 
the second stage, RFE was used for feature extraction to screen out 11 features, including SBP, duration of diabetes, DR, 
HbA1c, Hb, fasting blood glucose, cholesterol, triglyceride, low density lipoprotein cholesterol, TG/ Cys-C ratio and 
urinary protein quantification. The results of the RF model were improved (AUC: 0.9121, ACC: 0.8222, Sens: 0.8328, 

Figure 6 Web page diagram of DN prediction model.
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Spec: 0.8333). In the second stage, compared with the first stage, the prediction index is more simplified and the 
prediction ability is improved. Finally, based on the previous research results, the high level (TG/Cys-C ratio) has good 
predictive performance for predicting NDRD.22,23 Therefore, in the third stage, after the inclusion of TG/Cys-C ratio, we 
determined six optimal features through forward feature selection: TG/Cys-C ratio, SBP, diabetes course, DR, HbA1c 
and Hb. The predictive model based on logistic regression (LR) performed best (AUC: 0.9305, ACC: 0.8333, Sens: 
0.8283, Spec: 0.8701). Finally, 55 cases from Tai ‘an Central Hospital were used for external validation, and the results 
showed that the model achieved good predictive performance (AUC: 0.9642, ACC: 0.9455, Sens: 0.9615, Spec: 0.9310).

TG/Cys-C ratio may be a good predictor of differential diagnosis of DN and NDRD. At present, there are few studies 
on the correlation of TG/Cys-C ratio to identify DN and NDRD. Our previous study found that the greater the serum TG/ 
Cys-C ratio in T2DM patients with kidney injury, the greater the probability of predicting NDRD.21,22 Previous studies of 
our center have found that the lipid level ofDN patients is lower than that of NDRD. Therefore, we speculate that there 
may be different pathophysiological mechanisms in lipid metabolism of DN and NDRD patients. Of course, this will be 
our next research focus. The TG/Cys-C ratio is an indicator that takes into account both the dyslipidemia of NDRD and 
the abnormal renal function of DN in patients with type 2 diabetes mellitus. As for the differential diagnostic efficacy of 
TG/Cys-C ratio in DN and NDRD patients, the results of the prediction model constructed in this study showed that TG/ 
Cys-C ratio showed good predictive efficacy in the model.

Previous studies have shown that the SBP in DN patients is significantly higher than that in NDRD patients.11,24,25 In 
the prediction model constructed in this study, SBP is also a clinical predictor for distinguishing DN from NDRD. The 
lower the SBP level in T2DM patients with renal injury, the greater the probability of predicting the diagnosis of NDRD. 
The pathogenesis of hypertension in T2DM patients with proteinuria is usually complicated. This may be due to the 
activation of the RASS system and the influence of the diabetic environment on the release of reactive oxygen species 
and inflammatory mediators.26 A prospective study has shown that strict control of blood pressure in DN patients can 
reduce the incidence of macrovascular and microvascular complications.27,28 In clinical work, diabetic patients with poor 
blood sugar control are more likely to be complicated with complications such as heart, brain and kidney. High glucose 
toxicity is associated with the glomerular arteries, which will cause a series of oxidative stress reactions, resulting in 
glomerular injury, proteinuria, and thus the occurrence of DN. The model established in this study shows that the 
duration of diabetes is a predictor of differential diagnosis of DN and NDRD. The shorter the course of diabetes, the 
greater the likelihood of NDRD in T2DM patients with kidney damage.

Diabetic retinopathy (DR) and DN are both diabetic microvascular complications, the pathogenesis is very similar, 
the physiological structure of the retina and the physiological structure of the kidney are homologous, so most people will 
think that the occurrence of DR Means that DN occurs at the same time.29–32 However, with the continuous improvement 
of renal puncture biopsy techniques, studies have shown that the inconsistency between DR And DN also exists.33,34 

Meta-analyses have shown that DR Has high sensitivity and specificity in predicting the diagnosis of DN.33 Other studies 
have also confirmed that the presence of DR strongly suggests DN, while the absence of retinopathy is a major predictor 
of NDRD.13,35 In the prediction model constructed in this study, DR Is a good predictor for distinguishing patients with 
DN and NDRD. In patients with T2DM with proteinuria and DR Absence, we are more likely to consider NDRD, 
suggesting that further renal biopsy is more important.

HbA1c reflects the average blood sugar level of the past 2 to 3 months and is an indicator to monitor the level of 
blood sugar control in diabetes. Previous studies have shown that serum HbA1c is also considered to be an important 
predictor of DN.36,37 Previous studies have suggested that a higher HbA1c level in T2DM patients with kidney injury 
means that DN is more likely to occur, while a lower HbA1c is more likely to be associated with NDRD.38 The 
prediction model constructed in this study showed that HbA1c level also had good predictive performance for the 
differential diagnosis of DN and NDRD.

The incidence of decreased Hb level is higher in DN patients. The results of our previous study showed that the 
prevalence of anemia in diabetic patients receiving kidney biopsy and biopsie-confirmed DN cases was higher than that 
in the NDRD group, which was consistent with the results of previous studies.39–41 The mechanisms of anemia in DN 
patients are complex, including increased bleeding tendencies associated with antiplatelet action, decreased oxygen 
sensitivity due to autonomic neuropathy or use of inhibitors of the renin-angiotensin-aldosterone system, inhibition of 
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inflammatory cytokines, loss of erythropoietin (EPO) in the urine, and poor response to EPO.42 Studies have shown that 
there is a significant correlation between anemia and DN, and the prevalence of anemia may be related to interstitial 
fibrosis and renal tubule atrophy in DN patients.43 In the prediction model constructed in this study, Hb is a good 
predictor for distinguishing DN from NDRD.

The limitations of this study include the following: it is a retrospective study, and all patients’ medical history 
data were obtained from the internal electronic medical record system of hospital, which may not be accurate in the 
collection and recording of medical history, so information bias cannot be avoided. The sample size of this study is 
relatively small, so more data from other hospitals can be included for model construction and comparison in the 
future, so as to select a better model for the differential diagnosis of DN and NDRD. The data in this study are all 
from Chinese cities, and considering ethnic differences, the research results are only of reference value for the 
global human race, and the data of different ethnic groups can be included in the future statistical analysis. In 
addition, there are many factors involved in the pathogenesis of DN and NDRD, and further exploration is needed in 
the future.

Conclusion
In summary, we use LR to screen features and build a differential diagnosis model between DN and NDRD. The model 
consisted of TG/Cys-C ratio, SBP, duration of diabetes, DR, HbA1c and Hb. The results of this study show that the 
model can identify DN and NDRD quickly and easily. Personalized kidney biopsies in patients with type 2 diabetes and 
proteinuria require a comprehensive evaluation of the patient’s clinical presentation, potential benefits of surgery, 
inherent risks, and more. The results of this study highlight the importance of conducting kidney biopsies in patients 
with type 2 diabetes who are highly suspected of having NDRD, as accurate diagnosis and appropriate treatment can 
greatly improve their prognosis.

Distinguishing between DN and NDRD remains a significant challenge. Compared to similar studies, the feature 
selection and model tuning methods in this research exhibit better robustness and interpretability, but there is still 
potential for improvement in computational complexity and parameter optimization. Additionally, based on our findings, 
we developed the first online calculator for predicting DN, enabling easier calculation of DN probability. Nevertheless, 
this study has limitations, and future efforts will focus on expanding the sample size and developing more sophisticated 
models and methods to enhance the accuracy of DN identification.
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