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Purpose: Voriconazole (VCZ) is a first-line treatment for invasive fungal disease, characterized by a narrow therapeutic window and 
significant inter-individual variability. It is primarily metabolized by the liver, the function of which declines with age. Pathological 
and physiological changes in elderly patients contribute to increased fluctuations in VCZ plasma concentrations. Thus, it is crucial to 
develop a model that accurately predicts the VCZ plasma concentrations in elderly patients.
Patients and Methods: This retrospective study incorporated 31 features, including pharmacokinetic parameters derived from 
a population pharmacokinetic (PPK) model. Feature selection for machine learning (ML) models was performed using Recursive 
Feature Elimination with Cross-Validation (RFECV). Multiple algorithms were selected and combined into an ML ensemble model, 
which was interpreted using Shapley Additive exPlanations (SHAP).
Results: The predictive performance of ML models was significantly improved by incorporating pharmacokinetic parameters. The 
ensemble model consisting of XGBoost, random forest (RF), and CatBoost (1:1:8) achieved the highest R2 (0.828) and was selected as 
the final ML model. Feature selection reduced the number of features from 31 to 9 without compromising predictive performance. The R2, 
mean absolute error (MAE), and mean squared error (MSE) of the external validation dataset were 0.633, 1.094, and 2.286, respectively.
Conclusion: Our study is the first to incorporate pharmacokinetic parameters into ML models to predict VCZ plasma concentrations 
in elderly patients. The model was optimized using feature selection and may serve as a reference for individualized VCZ dosing in 
clinical practice, thereby enhancing the efficacy and safety of VCZ treatment in elderly patients.
Keywords: voriconazole, elderly patients, machine learning, population pharmacokinetics, precision medicine

Introduction
Recently, the incidence of invasive fungal disease (IFI) has been increasing due to the widespread use of immunosuppressive 
therapy and the growing utilization of invasive devices such as central venous catheters.1 For elderly patients, IFI potentially 
leads to severe complications such as organ failure and sepsis due to age-related declines in immune function, and is associated 
with a significantly increased risk of death. Consequently, IFI has become a major threat to the life safety of elderly patients.2

Voriconazole (VCZ) is a first-line treatment for IFI caused by Aspergillus. However, due to its significant toxicity, 
including hepatotoxicity and neurological side effects, its clinical use poses considerable risks, especially in elderly 
patients.3 VCZ has a narrow therapeutic window (0.5–5 mg/L) and exhibits nonlinear pharmacokinetics due to saturable 
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metabolism.4 VCZ metabolism displays significant inter-individual variability, primarily due to the involvement of the 
hepatic enzyme CYP2C19. Factors such as age, weight, hepatic dysfunction, and drug interactions also affect VCZ 
plasma concentrations.5 Our previous study demonstrated that VCZ-related concentrations were less strongly associated 
with CYP2C19 polymorphisms in elderly patients than in younger adults. The study emphasized the importance of 
individualizing VCZ dosing in elderly patients based on age-related physiological changes. In elderly patients, age- 
related hepatic dysfunction may result in VCZ accumulation and increased plasma concentrations. Additionally, elderly 
patients frequently take multiple medications, and the co-administration of CYP450 enzyme inhibitors or inducers further 
impacts VCZ plasma concentrations. Studies have shown a significant correlation between VCZ plasma concentration 
and both clinical efficacy and potential toxicity.6 Subtherapeutic concentrations lead to treatment failure, while 
supratherapeutic concentrations are associated with potential liver damage, bone marrow suppression, and neurotoxicity. 
Therapeutic drug monitoring (TDM) of VCZ is recommended to ensure safe and effective therapy. However, waiting for 
TDM results may delay treatment in critically ill patients, and such monitoring is not widely available in most hospitals. 
A real-time VCZ plasma concentration prediction model not only reduces medical costs, but also provides timely 
guidance for medication adjustment. Thus, developing an accurate model to predict VCZ plasma concentrations in 
elderly patients is essential for optimizing individualized therapy.

Population pharmacokinetics (PPK) accounts for physiological, pathological, and genetic differences among indivi
duals to predict drug exposure in special populations, thereby guiding dose adjustments and clinical decision-making.7 

However, classical PPK methods are often limited by the use of fixed pharmacokinetic compartmental models and may 
fail to fully capture all factors influencing drug pharmacokinetics, especially under sparse sampling strategies in clinical 
practice. Machine learning (ML), which adopts a data-driven approach, can handle nonlinear and high-dimensional data, 
offering significant advantages in real-world studies.8 Compared to traditional PPK models, ML models incorporate 
a broader range of relevant factors and provide greater predictive flexibility.9–11 However, complex ML models often 
exhibit a “black box” nature, making it difficult for researchers to understand their internal mechanisms and decision- 
making processes.12 The integration of both approaches enhances the predictive performance and clinical interpretability 
of the model.13,14 Previous studies only compared PPK modeling and ML approaches for predicting voriconazole trough 
concentrations in critically ill patients.15 To date, no study has established a predictive model for voriconazole plasma 
concentrations by combining both methods. To fill this gap, our study aimed to establish a predictive model for VCZ 
plasma concentrations in elderly patients by integrating pharmacokinetic parameters into the ML models, thereby 
combining the strengths of both PPK and ML approaches.

Materials and Methods
Patients
A retrospective, single-center study was conducted in elderly patients at the First Affiliated Hospital of Army Medical 
University from March 2022 to December 2023. Patients were enrolled in this study according to the following inclusion 
criteria: (a) hospitalization and receipt of VCZ treatment; (b) age ≥ 60 years; (c) duration of VCZ treatment > 3 days.4 

The following exclusion criteria were applied: (a) VCZ plasma concentrations below the lower limit of quantification; (b) 
undergoing dialysis during medication; (c) incomplete information on VCZ administration (eg, dosing interval, daily 
dose, route of administration).

Data Collection and Processing
The dataset including VCZ administration, demographic information, laboratory parameters, concomitant therapies, and 
comorbidities was obtained from the hospital’s Electronic Medical Record System (EMRS). VCZ plasma concentrations 
were measured using liquid chromatography (LC-30 AD, Shimadzu Corporation, Kyoto, Japan) coupled with tandem 
mass spectrometry (QTRAP 5500, AB Sciex, Boston, MA, USA), as described in our previous studies.16,17 After 
cleaning the dataset, median imputation was performed using Python (version 3.8, Python Software Foundation) to 
handle missing values, resulting in a final dataset of 393×32. VCZ plasma concentrations were designated as the target 
variable, while the dataset was randomly divided into training and testing groups at a ratio of 8:2. Additionally, another 
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dataset of 48 patients (enrolled from December 2023 to March 2024) with 76 TDM measurements of VCZ was collected 
as the clinical validation group to evaluate the performance of the prediction models.

Population Pharmacokinetic Modeling
PPK analysis of VCZ was performed using the nonlinear mixed-effects modeling software NONMEM (version 7.5.1, 
Icon Development Solutions, Ellicott City, MD, United States). R (version 4.1.2, https://r-project.org/) and relevant 
R packages were used for graphical visualization analysis. The first-order conditional estimation method with interaction 
(FOCE-I) was used to estimate model parameters.

One- and two-compartment models were tested to fit the PPK data in subroutines ADVAN2 TRANS2 and ADVAN4 
TRANS4, respectively. An exponential model was applied to explain the inter-individual variability (IIV) of the para
meters. Residual variability was evaluated through a combined additive and proportional error model. The base model was 
selected depended on the objective function value (OFV), diagnostic plots, and relative standard error (RSE) of parameter 
estimates. When the absorption rate constant (Ka) was estimated, its RSE reached 145%, indicating high uncertainty. Given 
the sparse sampling method and insufficient absorption phase information, Ka was fixed at a value of 1.1 h−1 following 
reference.18 After fixing Ka, no significant changes were observed in model parameters estimates or OFVs.

Before covariate modeling, an exploratory analysis was performed to identify potential correlations between covari
ates and individual empirical Bayesian estimates (EBE) of pharmacokinetic parameters as well as the distribution of the 
covariates. A standard stepwise method was used to select the covariates. During the forward inclusion process, the 
covariates were considered statistically significant if the OFV decreased by 3.84 or more (p < 0.05, χ2, df = 1) and added 
simultaneously to the full model. In the backward elimination step, a covariate was retained in the final model if its 
exclusion from the full model resulted in an increase in the OFV greater than 10.83 (p < 0.001, χ2, df = 1).

The final model was validated and evaluated using bootstrap, goodness-of-fit diagnostic plots and visual predictive 
check (VPC) methods. Based on the final model, individual pharmacokinetic parameters were calculated using the EBE 
method and incorporated as new features into the ML modeling.

Machine Learning Modeling and Validation
Nine commonly used supervised ML algorithms were employed, including support vector regression (SVR), random 
forest (RF), bootstrap aggregating (Bagging), adaptive boosting (AdaBoost), light gradient boosting machine 
(LightGBM), gradient boosting regression trees (GBRT), extreme gradient boosting (XGBoost), categorical boosting 
(CatBoost), and backpropagation neural network (BPNN).19 Grid search combined with nested cross-validation was used 
to optimize the hyperparameters.20,21

To evaluate the predictive performance of the model, coefficient of determination (R2), mean squared error (MSE), 
and mean absolute error (MAE) were used. R2 reflects how well the model fits the observed data.22 Based on R2 values, 
the top three algorithms were selected to construct an ensemble model. The calculation formulas are shown below:23

Where yi is the actual value, y
^

i 
is the predicted value, �y is the mean of the actual values.

Recursive Feature Elimination with Cross-Validation (RFECV) is a feature selection algorithm that automatically 
selects the optimal subset of features to improve model performance and generalizability.24 The final set of selected 
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features was determined by comparing model performance using either the intersection or the union of features selected 
by the top three algorithms.

Voting Regressor is an ensemble ML algorithm that aggregates predictions from each individual model to produce 
a final prediction. The weight ratios of individual models were optimized using grid search and cross-validation, and the 
R2 of the ensemble model was calculated under different weight combinations. The optimal configuration that yielded the 
highest R2 was selected as the final ensemble model. This approach reduced the bias of individual models, enhancing the 
predictive accuracy and generalizability. The workflow of data processing, algorithm selection, and modeling was 
displayed in Figure 1.

Model Interpretation
Shapley Additive exPlanations (SHAP) values were used to interpret the ensemble prediction model.23 The SHAP 
Python package (version 0.39.0) and its permutation-based KernelExplainer were used to generate the SHAP summary 
plot, dependence plot, and decision plot for the relevant features.25

Statistical Analysis
The Kolmogorov‒Smirnov test was used to evaluate whether the measurement data were normally distributed. 
Measurement data were presented as median and interquartile range (IQR) for non-normally distributed variables and 
as mean ± standard deviation (SD) for normally distributed variables. Categorical data were expressed as n (%). Since the 
dataset included repeated measurements, linear mixed model (LMM) was used to assess differences between the training 
and testing sets for continuous variables, while generalized linear mixed model (GLMM) was applied to examine 
differences for categorical variables. To account for the correlation of repeated measurements at different time points 
within the same patient, an autoregressive model of order 1 (AR(1)) was used. A random intercept was included in the 
model to account for within-subject correlations. Sample size calculation was performed using the pmsampsize package 
in R. The justification was based on the predictive performance of the final model on the testing group and the number of 
selected features.

Results
Baseline Patient Characteristics
This study included 393 TDM measurements obtained from 270 elderly patients who received VCZ treatment. Baseline 
information for the 31 features and the target variable (voriconazole concentration) in both the training and testing groups 
was shown in Table 1.

Population Pharmacokinetic Analysis
A one-compartment model with first-order absorption and elimination best described the PPK data of VCZ. IIV was 
successfully estimated on clearance divided by bioavailability (CL/F). Covariate analysis identified that the incorporation 
of procalcitonin (PCT), total bile acids (TBA), and age significantly influenced the CL/F. The PPK final model was 
represented by the equations below:

Parameter estimates of the PPK final model and bootstrap results were presented in Table 2. The IIV of CL/F decreased from 
53.8% to 43.9% after incorporating covariates. In the bootstrap analysis of 1000 datasets, 998 fitted successfully, resulting in 
a success rate of 99.8%. The parameters of the final model fell within the 95% confidence intervals (CI) of bootstrap estimates, 
indicating good robustness and stability of the model. Goodness-of-fit diagnostic plots for the base model and final model were 
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A

Patients and data

Patients treated with VCZ from
March, 2022 to December, 2023

Number of samples (n=393)

Included:

(a) hospitalized patients receiving VCZ treatment;

(b) age ≥ 60 years;

(c) > 3 days of treatment with VCZ.

Training group (n=314) Testing group (n=79)

Excluded:

(a) VCZ concentration values below the lower limit of

quantification;

(b) undergoing dialysis during medication;

(c) incomplete information on VCZ administration.

Data cleaning Missing data filling

Randomly divided (8:2)

Covariate analysisBase model

Model validation

Individualized CL/FFinal PPK model

Empirical Bayesian estimates

PPK modeling

B

SVR RF Bagging

AdaBoost LightGBM GBRT

XGBoost CatBoost BPNN

Feature selection

R
2
comparison

Ensemble model

Interpretation

Evaluation

XGBoost:RF:CatBoost=1:1:8

CatBoost

RF

XGBoost

Machine learning modeling

C

Figure 1 The workflow of data processing and algorithm selection. (A) Patients and data. (B) PPK modeling process. (C) Machine learning modeling process. 
Abbreviations: VCZ, voriconazole; PPK, population pharmacokinetics; CL/F, clearance divided by bioavailability; SVR, support vector regression; RF, random forest; 
Bagging, bootstrap aggregating; AdaBoost, adaptive boosting; LightGBM, light gradient boosting machine; GBRT, gradient boosting regression trees; XGBoost, extreme 
gradient boosting; CatBoost, categorical boosting; BPNN, backpropagation neural network.
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Table 1 The Description of the Study Samples

Variables Values p value

Training (n=314) Testing (n=79)

Voriconazole concentration (mg/L) 3.40 (2.21, 5.22) 3.38 (2.19, 5.18) 0.532*

Voriconazole administration
Route 0.367#

Oral (n, %) 44 (14.0) 13 (16.5)

Intravenous (n, %) 270 (86.0) 66 (83.5)
Daily dose (mg/kg/day) 6.90 (6.00, 8.00) 6.90 (6.15, 7.41) 0.510*

TAD (h) 10.57 (9.68, 11.50) 10.23 (9.50, 10.87) 0.098*

Total duration of treatment (day) 6 (4, 11) 6 (4, 10) 0.638*
Demographic information

Age (years) 72 (67, 78) 73 (68, 83) 0.540*

Gender 0.928#

Male (n, %) 225 (71.7) 54 (68.4)

Female (n, %) 89 (28.3) 25 (31.6)

Weight (kg) 58 (55, 61) 58 (54, 63) 0.932*
BMI (kg/m2) 22.66 (21.48, 23.40) 22.66 (20.81, 24.35) 0.905*

Laboratory parameters

ALT (U/L) 17.90 (10.90, 30.63) 17.90 (12.80, 37.30) 0.972*
AST (U/L) 27.95 (20.10, 41.05) 27.95 (18.30, 47.20) 0.093*

ALP (U/L) 85.50 (72.00, 115.25) 85.50 (68.00, 108.00) 0.123*

GGT (U/L) 54.90 (30.93, 107.93) 52.50 (31.20, 86.80) 0.252*
TBIL (μmol/L) 10.30 (8.00, 14.00) 10.30 (8.30, 13.30) 0.484*

TBA (μmol/L) 3.95 (2.50, 7.45) 3.59 (2.40, 4.32) 0.371*

TP (g/L) 60.75 (56.10, 65.70) 60.90 (58.30, 65.20) 0.037*
ALB (g/L) 32.40 ± 3.56 33.06 ± 4.40 0.279*

eGFR (mL/min/1.73m²) 94.88 (75.95, 119.95) 92.38 (70.65, 108.11) 0.502*
Scr (μmol/L) 67.00 (53.55, 80.75) 68.59 (57.30, 86.40) 0.546*

CrCl d (mL/min) 68.61 (51.73, 88.91) 61.91 (49.03, 82.18) 0.302*

PLT (×109/L) 203.90 ± 117.28 191.00 (136.00, 288.00) 0.238*
WBC (×109/L) 7.45 (5.02, 11.13) 7.20 (5.52, 10.01) 0.558*

HGB (g/L) 99.00 (83.75, 116.00) 103.30 ± 23.90 0.405*

NEUT% 76.15 (65.35, 86.45) 76.30 (65.40, 87.30) 0.932*
PCT (μg/L) 0.19 (0.13, 0.28) 0.19 (0.12, 0.29) 0.336*

IL-6 (ng/L) 27.34 (20.09, 39.31) 27.34 (24.74, 30.51) 0.038*

Co-medication (n, %)
Glucocorticoide 145 (46.2) 32 (40.5) 0.347#

Meropenem 75 (23.9) 22 (27.8) 0.553#

Proton pump inhibitorf 174 (55.4) 33 (41.8) 0.418#

Concomitant diseases (n, %)

Liver diseases 137 (43.6) 37 (46.8) 0.099#

Malignant hematological diseases 53 (16.9) 6 (7.6) 0.010#

PPK parameters

CL/F (L/h) 4.00 (3.00, 5.53) 4.41 ± 1.66 0.886*

Notes: Measurement data were presented as median and interquartile range (IQR) for non-normal distribution 
variables and mean ± standard deviation for normal distribution variables. Categorical data were expressed as n (%). 
aCrCl was calculated by the Cockcroft-Gault formula. bGlucocorticoid: Including but not limited to dexamethasone, 
methylprednisolone and prednisone. cProton pump inhibitor: Including but not limited to omeprazole, lansoprazole 
and pantoprazole. *Linear mixed model test. #Generalized linear mixed model test. 
Abbreviations: BMI, body mass index; ALT, alanine aminotransferase; AST, aspartate aminotransferase; ALP, alkaline 
phosphatase; GGT, gamma-glutamyl transferase; TBIL, total bilirubin; TBA, total bile acids; TP, total protein; ALB, 
albumin; eGFR, estimated glomerular filtration rate; Scr, serum creatinine; CrCl, creatinine clearance; PLT, platelets; 
WBC, white blood cells; HGB, hemoglobin; NEUT%, the percentage of neutrophil; PCT, procalcitonin; IL-6, 
interleukin-6; CRP, C-reactive protein; TAD, time after dose; CL/F, clearance divided by bioavailability.
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shown in Figure S1 and Figure S2, respectively. Scatterplots of observed concentration (DV) versus population prediction 
(PRED) showed an improvement of the final model compared with the base model. Figure S3 depicted the VPC results for the 
final model. The 5th, 50th, and 95th percentiles of the observed data mostly fell within the 95% CI of the predicted percentiles, 
reflecting robust predictive performance of the final model.

Machine Learning Modeling and Validation
The performance comparison of different algorithms was shown in Table 3. The R2 and accuracy of models incorporating 
the PPK parameter CL/F were significantly higher than those of models without CL/F, while the MAE and MSE were 

Table 2 Population Pharmacokinetic Model Estimates and Bootstrap Results

Parameter Base Model Final Model Bootstrap

Estimate RSE (%) Shrinkage (%) Estimate RSE (%) Shrinkage (%) Median 95% CI

CL/F (L/h) 4.16 4.9 – 4.35 4.4 – 4.33 3.98 to 4.71

V/F (L) 139 16.4 – 140 12.6 – 139 102 to 177

Ka (h
−1) 1.1 fixed – – 1.1 fixed – – 1.1 fixed –

PCT on CL/F – – – −0.209 20.1 – −0.210 −0.305 to −0.124

TBA on CL/F – – – −0.158 27.9 – −0.155 −0.255 to −0.070

Age on CL/F – – – −0.017 24.9 – −0.017 −0.026 to −0.009

Inter-individual variability

ηCL (%) 53.8 9.0 21.1 43.9 9.8 25.0 43.9 35.2 to 52.2

Residual variability

Prop_error (%) 31.4 10.5 20.8 28.9 12.3 19.0 27.9 19.6 to 34.7

Add_error (mg/L) 0.893 11.1 20.8 0.885 9.9 19.0 0.870 0.717 to 1.066

Abbreviations: RSE, relative standard error; CI, confidence interval; CL/F, clearance divided by bioavailability; V/F, volume of distribution divided by bioavailability; Ka, 
absorption rate constant; PCT, procalcitonin; TBA, total bile acids; η, inter-individual variability; Prop_error, proportional error; Add_error, additive error.

Table 3 The Comparison of Model 
Performance of Different Algorithms

Model R2 MAE MSE

XGBoosta 0.241 1.664 5.405

XGBoostb 0.761 0.889 1.705
XGBoostc 0.793 0.825 1.477

RFa 0.239 1.736 5.422

RFb 0.716 0.954 2.020
RFc 0.741 0.938 1.847

CatBoosta 0.295 1.670 5.025

CatBoostb 0.734 0.925 1.897
CatBoostc 0.737 0.855 1.872

Bagginga 0.232 1.732 5.469
Baggingb 0.714 0.968 2.035

Baggingc 0.732 0.941 1.906

GBRTa 0.164 1.788 5.956
GBRTb 0.702 0.984 2.121

GBRTc 0.708 0.949 2.077

AdaBoosta 0.260 1.692 5.270
AdaBoostb 0.719 0.969 2.005

AdaBoostc 0.696 0.991 2.168

BPNNa 0.026 1.945 6.938
BPNNb 0.424 1.399 4.102

(Continued)
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correspondingly lower. This finding indicated that the inclusion of CL/F substantially enhanced the model performance. 
Moreover, feature selection significantly improved the performance of most models across individual algorithms. Among 
these algorithms, XGBoost (R2=0.793), RF (R2=0.741), and CatBoost (R2=0.737) demonstrated high goodness of fit. 
Thus, these three algorithms were selected to construct the ensemble model.

Table 3 (Continued). 

Model R2 MAE MSE

BPNNc 0.650 1.019 2.495

LightGBMa 0.285 1.712 5.092
LightGBMb 0.733 0.880 1.899

LightGBMc 0.648 1.038 2.509

SVRa 0.124 1.720 6.238
SVRb 0.204 1.714 5.313

SVRc 0.215 1.719 5.237

Notes: aIncluding features without PPK para
meters CL/F. bIncluding features with PPK para
meters CL/F. cIncluding features with PPK 
parameters CL/F after feature selection by 
RFECV. 
Abbreviations: R2, coefficient of determina
tion; MAE, mean absolute error; MSE, mean 
square error; RFECV, Recursive Feature 
Elimination with Cross-Validation; Accuracy, 
the predict concentration within ± 30% of 
the observed concentration; XGBoost, 
extreme gradient boosting; RF, random forest; 
CatBoost, categorical boosting; Bagging, boot
strap aggregating; GBRT, gradient boosting 
regression trees; Adaboost, adaptive boosting; 
BPNN, back propagation neural network; 
LightGBM, light gradient boosting machine; 
SVR, support vector regression.

Table 4 Comparison of Predictive 
Performance Among Different Ensemble 
Models and PPK Final Model in Testing 
Group

Model R2 MAE MSE

Ensemble-1 0.790 0.844 1.493

Ensemble-2 0.828 0.772 1.224

Ensemble-3 0.740 0.912 1.850
PPKa 0.136 1.704 6.152

PPKb 0.756 0.847 1.741

Notes: Accuracy, the predict concentration within ± 
30% of the observed concentration. -1: Including fea
tures without feature selection. −2: Including features 
consisting of the intersection of features selected by 
RFECV across XGBoost, CatBoost, and RF algo
rithms. −3: Including features consisting of the union 
of features selected by RFECV across XGBoost, 
CatBoost, and RF algorithms. aPredictive performance 
based on population predictions of the PPK final 
model. bPredictive performance based on individual 
predictions of the PPK final model. 
Abbreviations: R2, coefficient of determination; MAE, 
mean absolute error; MSE, mean square error.
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The feature selection sets of the three algorithms and their feature importance interpreted by SHAP were presented in 
Figure S4. Table 4 showed the predictive performance among different ensemble models and PPK final model in the 
testing group. The ensemble model using features from the intersection of the three sets outperformed both the model 
using features from the union and the model without feature selection. Additionally, using the intersection of the three 
feature sets markedly reduced the number of features, thereby improving model applicability and minimizing the impact 
of confounding features. As a result, the intersection (CL/F, daily dose, weight, PCT, total duration of treatment, total 
protein [TP], time after dose [TAD], serum creatinine [Scr], white blood cells [WBC]) was taken as the important feature 
set for the ensemble model.

Using the nine features obtained through feature selection, the R2 values of 231 permutations and combinations (from 
0:0:1 to 1:0:0, interval=0.05) of XGBoost, RF, and CatBoost were calculated. Ultimately, the composition of XGBoost, 
RF, and CatBoost (1:1:8) with the highest R2 was selected as the final ensemble model. The distributions of predicted and 
observed VCZ concentrations in the testing group were shown in Figure 2A and B. The R2, MAE and MSE of the 
external validation were 0.633, 1.094 and 2.286, respectively (Table 5). These results indicated that the ensemble model 
exhibited good generalizability.

Sample Size Justification
The sample size calculation results based on the final ensemble model were summarized in Table 6. The minimum 
sample size was estimated using four criteria: (1) shrinkage-based estimation; (2) residual variance estimation; (3) 95% 
CI for the intercept and residual standard deviation; (4) the maximum value derived from Criteria 1–3. When R2 was 
0.833 with 9 features, the overall recommended minimum sample size was 243. The shrinkage value of 0.984 indicated 
the stable predictive performance with minimal risk of overfitting. In this study, the total sample size of 393 (314 in the 
training group and 79 in the testing group) exceeded the minimum requirement, supporting the robustness of the final 
ensemble model.

Interpretation of the Ensemble Model
As shown in Figure 3A, each individual feature value of a certain feature corresponds to a SHAP value (x-axis), and the 
aggregation of the SHAP values of each feature represents the predicted VCZ concentration. The mean absolute SHAP 
values of each relevant feature were shown in Figure 3B. The features were arranged in descending order according to 
their importance on the model’s predictions. The SHAP dependence plot indicated that higher weight, daily dose, WBC, 
and Scr, as well as lower CL/F, were associated with higher VCZ concentrations (Figure 4). Figure 5 showed the SHAP 
decision plot of the model, in which each line represented an individual sample from the testing group. The SHAP 
decision plot illustrated how individual features cumulatively influenced the model output, providing insights into feature 
interactions and representative prediction trajectories.

Clinical Application
Figure 6 illustrated the workflow of the model for predicting VCZ plasma concentration in a specific patient. Before 
prediction, covariates identified by the PPK model and features used in the ensemble model were retrieved from the 
EMRS. After calculating the individual CL/F using NONMEM, all relevant information was entered into the prediction 
interface. The plasma concentration was predicted using the established ensemble model and subsequently compared 
with the actual TDM measurement for adjustment and validation.

Discussion
In recent years, model-based dose adjustment has emerged as a key focus in the field of individualized antimicrobial 
therapy.9,11,14,15,23,26 In our previous study, we constructed a prediction model of teicoplanin trough concentrations using 
an ensemble ML algorithm, which demonstrated excellent predictive performance.23 The previous model incorporated all 
available features potentially affecting plasma concentrations as input features, without consideration of clinical 
practicality. In clinical practice, achieving accurate predictions with minimal input is preferred, as it enhances the 
model’s applicability and potential for broader clinical adoption. Feature selection is a technique used to reduce the 
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Figure 2 Comparison of predictions and observations in the testing group. (A) The red dots indicate the observed values, and blue dots indicated the predicted values. The 
X-axis represents the number of test samples. (B) Scatter plots of observed versus predicted concentrations.
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number of input features, improve model applicability, and eliminate the influence of confounding features, thereby 
enhancing both predictive performance and generalizability. By applying the RFECV method, the model was substan
tially simplified from 31 to 9 features without compromising its predictive performance.

Table 5 The Model Performance 
of the Final Ensemble Model in 
External Validation

Model R2 MAE MSE

Ensemble 0.633 1.094 2.286

Abbreviations: R2, coefficient of determi
nation; MAE, mean absolute error; MSE, 
mean square error; Accuracy, the predict 
concentration within ± 30% of the observed 
concentration.

Table 6 The Sample Size Calculation Results Based on the Final 
Ensemble Model

Criteria Samp_size Shrinkage Parameter R2 SPP

Criteria 1 34 0.902 9 0.833 3.78
Criteria 2 32 0.897 9 0.833 3.56

Criteria 3 243 0.984 9 0.833 27.00

Criteria 4 243 0.984 9 0.833 27.00
Final 243 0.984 9 0.833 27.00

Notes: Criterion 1, the minimum sample sizes was calculated based on shrinkage. 
Criterion 2, the minimum sample sizes was calculated based on residual variance 
estimation. Criterion 3, the minimum sample sizes was calculated based on 95% 
confidence intervals for intercept and residual standard deviation. Criterion 4, the 
minimum sample size was calculated by taking the maximum value among the results 
recommended based on Criteria 1–3. 
Abbreviation: SPP, Subjects per Predictor Parameter.

Figure 3 Important features of the final ensemble model interpreted by SHAP. (A) SHAP summary bee swarm plot. The SHAP value (x-axis) represents a unified index that 
quantifies the contribution of each feature to the ensemble model’s predictions. Each row corresponds to a specific feature, with all patients’ attributes plotted as colored 
dots along that row. The position of a dot on the x-axis indicates the SHAP value, where positive values suggest an increasing effect on voriconazole plasma concentration, 
while negative values indicate a decreasing effect. Red dots represent high values of the feature while blue dots represent low values of the feature. If a feature with high 
values (red) is associated with high SHAP values, it indicates that higher values of this feature contribute to an increase in voriconazole plasma concentration. Conversely, if 
red dots cluster around negative SHAP values, it implies that higher values of this feature decrease voriconazole plasma concentration. 
Abbreviations: CL/F, clearance divided by bioavailability; PCT, procalcitonin; Duration, total duration of treatment; TP, total protein; TAD, time after dose; Scr, serum 
creatinine; WBC, white blood cells.
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Notably, the individual-based predictive performance of the PPK final model also had a high R2 of 0.756. However, 
evaluating the performance of the PPK model solely based on metrics such as R2, MAE, and MSE may be inadequate. 
Sparse and limited individual-level data may lead to predictions that converge toward actual observations, potentially 
creating an illusion of agreement between observations and predictions. Additionally, the randomization was performed 
at the sample level rather than the patient level, allowing the PPK analysis to incorporate more dosing administration 
information from individual patients. Indeed, it is not appropriate to directly compare the predictive performance of PPK 
models which are constructed based on sparse sampling strategy and limited information with complex ML models. Both 
PPK and ML methods have their advantages in the context of personalized medication. PPK integrates pharmacokinetic 

Figure 4 SHAP dependence plot of the final ensemble model. The SHAP dependence plot showed how the relevant features affected the output of the final ensemble 
model. SHAP values for specific relevant features exceed 0, representing an increased voriconazole plasma concentration. 
Abbreviations: CL/F, clearance divided by bioavailability; PCT, procalcitonin; TP, total protein; Duration, total duration of treatment; Scr, serum creatinine; WBC, white 
blood cells; TAD, time after dose.
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Figure 5 SHAP decision plot of the final ensemble model. The SHAP decision plot provides a visual representation of the predictive results for individual samples. On the 
x-axis is the model output, which represents the predicted voriconazole plasma concentration. The range of values, spanning negative to positive, reflects the magnitude and 
direction of the features’ impact on the model output. The color of the lines indicates the overall impact direction of a sample’s features on the model output. Blue lines 
represent samples where the cumulative feature contributions have a predominantly negative influence on the predicted plasma concentration while red lines represent 
samples where the cumulative feature contributions have a predominantly positive influence on the predicted plasma concentration. Lines with intermediate colors (shades 
of purple or pink) represent samples with mixed feature contributions, where positive and negative impacts counterbalance to varying degrees. Each line corresponds to 
a specific sample and shows how the model’s prediction is formed. As the line moves through the levels of each feature, it shifts left or right based on the direction and 
magnitude of that feature’s impact on the prediction. The vertical progression of the line illustrates the cumulative contribution from the baseline to the final prediction. 
Abbreviations: CL/F, clearance divided by bioavailability; PCT, procalcitonin; Duration, total duration of treatment; TP, total protein; TAD, time after dose; Scr, serum 
creatinine; WBC, white blood cells.

Figure 6 The process and principle of using the prediction model for clinical application. The basic information of patients such as age, daily dose, TAD, weight, total 
duration of treatment, TBA, TP, Scr, WBC, and PCT were collected from the EMRS system. The PPK parameter CL/F was calculated by NONMEM. Missing values were filled 
with the median of the modeling data. After entering the information, click “Run” to output the model’s prediction results. As shown in the figure, the predicted VCZ plasma 
concentration for the patient is 1.38 mg/L (actual TDM measurement for this patient is 1.55 mg/L). 
Abbreviations: PCT, procalcitonin; TP, total protein; TAD, time after dose; Scr, serum creatinine; WBC, white blood cells; TBA, total bile acids; CL/F, clearance divided by 
bioavailability; EMRS, Electronic Medical Record System.
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theory with mixed effects (fixed and random effects) to characterize inter- and intra-individual variability in drug 
pharmacokinetics. These models analyze data from specific patient populations and provide results with strong physio
logical interpretability, offering reliable evidence for dose adjustment and clinical decision-making. ML excels at 
leveraging large datasets, extracting complex patterns from patient information, and demonstrating strong predictive 
capabilities. It can automatically identify hidden patterns in the data and generate accurate predictions, thereby reducing 
the need for manual intervention.19 Our study integrates the strengths of both PPK and ML approaches. Incorporating 
CL/F into the ML model significantly improved its predictive performance. This integrated model not only improves 
predictive accuracy but also provides deeper insights into the pharmacokinetic characteristics of VCZ in elderly patients, 
thereby providing more precise guidance for individualized antifungal therapy.

An increasing body of evidence suggests that age significantly influences the metabolism of VCZ.27–30 Elderly 
patients have been reported to exhibit higher VCZ plasma concentrations compared to younger adults.27 Chronic 
conditions such as diabetes, hypertension, and heart failure are common and increase susceptibility to infections in 
elderly patients. Inflammation, immunosenescence, and cellular senescence are factors contributing to impaired drug 
metabolism in elderly patients.31 VCZ is primarily metabolized in the liver, which tends to decline in function of elderly 
patients, leading to drug accumulation and subsequently elevated plasma concentrations.32 In our study, the typical value 
of CL/F (4.35 L/h) was lower in elderly patients compared to adults and children reported in other studies,33,34 whereas 
an opposite trend was observed for V/F (140 L). Elderly patients often experience organ dysfunction, resulting in reduced 
clearance and prolonged half-life. Factors such as reduced blood flow and concurrent use of hepatic enzyme inhibitors 
also contribute to decreased clearance. Additionally, as a lipophilic small molecule, VCZ is more likely to experience an 
increase in V/F in elderly patients, who typically have reduced total body water content and increased body fat.35

Despite the nonlinear pharmacokinetics of VCZ, most PPK studies still describe the data using linear elimination, 
even after comparing linear and nonlinear elimination in various compartment models.36–39 Our study established a PPK 
base model using a one-compartment model with linear absorption and elimination. Study found that the nonlinear 
elimination of VCZ predominantly occurred at daily doses exceeding 10 mg/kg/day, based on a comparison of the fitting 
performance of linear, mixed linear, and nonlinear elimination in the base model.26 In our study, only 5.7% of the daily 
doses exceeded this threshold, making the impact of nonlinear elimination on the base model negligible.

The interpretability of complex models is important, as it provides a more transparent understanding of the decision- 
making mechanisms. In this study, SHAP was used to explain the importance of each feature in the model. Notably, the PPK 
parameter CL/F ranked first not only in the final model, but also in three individual algorithms, making the largest contribution 
to the model’s predictive performance. Covariates selection in the PPK modeling indicated that PCT, TBA, and age 
significantly affected the CL/F, all three being negatively correlated with CL/F. Moreover, PCT’s fourth-ranking position in 
the SHAP importance of the final model further emphasizes the impact of inflammation on VCZ plasma concentration. Studies 
have shown that inflammatory states (eg, PCT, C Reactive Protein [CRP]) significantly affect VCZ plasma concentration by 
altering liver enzyme activity, which in turn impacts drug clearance.27,40 Additionally, changes in inflammatory states are also 
associated with genetic polymorphisms in the CYP2C19 metabolizing enzyme and drug interactions.41 Among multiple liver 
function indicators, TBA was found to be significantly associated with CL/F during covariates selection. Consistently, studies 
suggest that TBA is an independent factor influencing VCZ plasma concentration,42 as elevated TBA levels indicate possible 
liver dysfunction, which affects VCZ metabolism.43 Excessively high VCZ plasma concentrations can also impair liver 
function, leading to metabolic disorders and an increased risk of hepatotoxicity. Therefore, adjustments to the dosing regimen 
of VCZ should take into account the patient’s inflammation level and liver function. In clinical practice, the maintenance dose 
of VCZ is often determined based on the patient’s weight. Weight ranked third in the SHAP values, highlighting its 
significance in the model. Research has demonstrated that obese patients exhibit significantly higher VCZ trough concentra
tions compared to normal-weight patients receiving a daily dose of 4 mg/kg/day.44 Our findings also indicated a positive 
correlation between higher weight and increased VCZ plasma concentrations.

Figure 6 illustrated the clinical workflow of the ensemble model, demonstrating its potential for real-time prediction of 
voriconazole plasma concentrations in individual patients before TDM results become available, thereby improving ther
apeutic efficacy and minimizing the risk of adverse drug reactions. Since CL/F holds irreplaceable importance as a key feature 
in the ensemble model, ensuring its accurate estimation is critical for achieving reliable predictions. CL/F can only be 
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estimated using typical values of pharmacokinetic parameters and covariates in the absence of TDM measurements, which 
may result in suboptimal estimation accuracy. Therefore, predicting plasma concentrations for patients who have had at least 
one prior TDM measurement is recommended. When TDM measurements are accessible, the CL/F estimated via the EBE 
method becomes more accurate following adjustment, thereby enhancing the predictive performance of the ensemble model.

The limitations of our study should be acknowledged. First, the genotypes of VCZ metabolism-related genes (such as 
CYP2C19) were not included as features in our model. However, studies have indicated that pharmacogenetic variation is 
less clinically significant in elderly patients.45 Additionally, our previous study found that CYP2C19 gene polymorph
isms had a lesser impact on VCZ plasma concentrations in elderly patients compared to adults.16 Moreover, the 
incorporation of CL/F in our model partially compensates for the lack of genotype information by reflecting the 
metabolic status of the patients. Second, the sample size of our study was relatively small, and further studies with 
a larger cohort are needed to validate our findings. Third, while our study established a predictive model, the develop
ment of user-friendly software is necessary for its practical application in the future. Fourth, another important 
inflammation-related factor, CRP, was not included due to the high missing rate of over 50%. Finally, the ML ensemble 
model is currently insufficient for independently predicting plasma concentrations, as the estimation of CL/F is 
performed in NONMEM. The EBE estimation process will be integrated into Python to facilitate real-time prediction 
in the future and improve the clinical applicability of the ensemble model.

Conclusion
To the best of our knowledge, our study is the first to combine classical PPK with ML in a predictive model for VCZ 
concentrations in elderly patients.A one-compartment model with linear absorption and elimination was established for 
VCZ in elderly patients, with PCT, TBA, and age showing significant effects on CL/F. The pharmacokinetic parameter 
CL/F, estimated using EBE, was included for ML modeling. Furthermore, a prediction model for VCZ plasma 
concentration was constructed by integrating multiple algorithms, with feature selection performed using the REFCV 
method to reduce confounding factors. The inclusion of CL/F greatly improved the prediction performance of all ML 
models. An ensemble model combining XGBoost, RF, and CatBoost in a 1:1:8 ratio was selected as the final prediction 
model. The ensemble model achieved an R2 of 0.633 on the validation group. Our model provides a reference for 
individualized dosing of VCZ in clinical practice, enhancing the efficacy and safety of VCZ treatment in elderly patients.
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