
R E V I E W

Artificial Intelligence-Driven Innovations in 
Oncology Drug Discovery: Transforming 
Traditional Pipelines and Enhancing Drug Design
Fatimah G Albani 1,2, Sahar S Alghamdi2–4, Mohammed M Almutairi5, Tariq Alqahtani2–4

1Department of Biology, Faculty of Science, Princess Nourah bint Abdulrahman University, Al-Riyadh, Saudi Arabia; 2Medical Research Core Facility 
and Platforms, King Abdullah International Medical Research Center (KAIMRC), Ministry of National Guard Health Affairs, Riyadh, Saudi Arabia; 
3College of Pharmacy (COP), King Saud bin Abdulaziz University for Health Sciences (KSAU-HS), Riyadh, Kingdom of Saudi Arabia; 4King Abdulaziz 
Medical City, Ministry of the National Guard - Health Affairs, Riyadh, 11426, Saudi Arabia; 5Pharmacology and Toxicology Department, College of 
Pharmacy, King Saud University, Riyadh, Kingdom of Saudi Arabia

Correspondence: Tariq Alqahtani, Email qahtanita@ksau-hs.edu.sa

Abstract: The integration of artificial intelligence (AI) into oncology drug discovery is redefining the traditional pipeline by 
accelerating discovery, optimizing drug efficacy, and minimizing toxicity. AI has enabled groundbreaking advancements in molecular 
modeling, simulation techniques, and the identification of novel compounds, including anti-tumor and antibodies, while elucidating 
mechanisms of drug toxicity. Additionally, AI has emerged as a critical tool in precision medicine, driving the formulation and release 
of targeted therapies and improving the development of treatments for oncology and central nervous system diseases. Furthermore, AI- 
assisted clinical trial designs have further optimized the recruitment and stratification of patients, reducing the time and cost of trials. 
Despite these advancements, challenges such as data integration, transparency, and ethical considerations persist. By synthesizing 
current innovations, this manuscript provides a comprehensive analysis of AI-driven approaches in drug discovery and their potential 
to advance oncology therapeutics and precision medicine. It examines the transformative role of AI across the drug development 
continuum, with a focus on its applications in computer-aided drug design (CADD), generative artificial intelligence (GAI), and high- 
throughput screening (HTS). 
Keywords: artificial intelligence, oncology drug discovery, target identification, machine learning in oncology

Introduction
Since prehistory times, human endeavors to obtain medicines have been relentless, and these efforts have continued till the 
employment of modern technology to develop new medicines.1 Conventionally, the development of a novel medicine lasts 
for a long time lasts around 12–15 years or longer until it is approved for marketing.2 In addition to being time consuming, 
developing a novel drug is also financially burdensome reaching to 1–2.6 billion dollar.3,4 Earlier in 1950 to about 1980, 
in vivo investigations were the primary source of data to develop new drugs.5 Recently (1980s up to date), new technologies 
have been innovated to develop new drugs such as combinatorial technology, structure-based drug design, compound 
libraries, output of in vitro screening, and defined molecular targets. Yet, there is a remaining issue about launches of new 
drugs that have been reducing in the past two decades due to the increased complexity of drug research, and the issue of 
new safety requirements that brought unexpected obstacles for translating in vitro activity to in vivo one.5

Nowadays, computational sciences have been introduced in the field of developing and discovering new medicines to 
accelerate time and minimize cost, constituting the underlying driving motivation for employing artificial intelligence 
(AI) in the project of developing new medicines according to the clinical need as shown in (Figure 1).2, 6

A paramount branch of computational science is AI, which simulates human intelligence by computer systems. AI 
has become able to achieve several tasks of acquiring information, developing rules to utilize information, and self- 
correction,6 based on algorithms.7 An AI algorithm is a set of rules to make decisions about the acquired and utilized 
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data, requiring supervised input of data by human or unsupervised statistical methods.7 AI algorithms appear to be 
promising in solving problems and overcoming obstacles faced with discovering and designing new drugs.8 Thus, AI is 
a key driver of the transformation of health care to precision medicine.9

One of the AI applications is the drug development pipeline to discover new drugs by pharmaceuticals and 
academia6,10 based on generating data to develop a hypothesis that proposes a therapeutic effect for the designed new 
medicine through inhibiting or activating a specific protein (eg, receptor, enzyme, structural protein) or signaling 
pathway.2 Researchers can develop new medicines depending on creating a predictive model for the pharmacological 
activity and pharmacokinetic profile of the designed drug molecule, depending on the input and output of data.6

Several steps have been taken to develop a new medicine by AI. The first step is to design a drug molecule with 
a certain biological activity, which would arise from the interaction of such a designed drug molecule with a specific 
biological structure (receptor, protein, enzyme, nucleic acid, or gene). The second step is the identification of what is 
called “a lead molecule” that demonstrates a promising potential to develop a novel molecule to treat a certain disease. 
Once the lead molecule is discovered, a chemical structural modification is initiated to produce a molecule with maximal 
therapeutic benefit and minimal toxicity.6 Thereafter, the outcome of the former steps requires further validation before 
being progressed into the discovery phase for justifying drug discovery efforts, candidate molecule will progress into 
preclinical studies (cell-based and animal-based studies). Thus, if this candidate molecule is successful, it will progress 
into clinical trials and ultimately be a marketed medicine.2

This study focuses on how AI is utilized to accelerate and optimize discovering and improving anti-tumor agents. 
This review highlights various applications in computer-aided drug design (CADD), generative artificial intelligence 
(GAI), and high-throughput screening (HTS) in the oncology field.

Figure 1 Biomedical image analysis (AI vs traditional techniques). 
Notes: Created in BioRender. Ghanim, F. (2025) https://BioRender.com/hulhuw8.
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Target Identification
A drug target is versatile, including several biological entities (eg, receptors, enzymes, nucleic acids, structural proteins, 
transports),2 which are specific sites on biomolecules in the body to which a drug binds to produce the desired therapeutic 
effect for treating or even preventing a specific disease.11 Hence, target identification is a paramount step in developing 
a new medicine2 The development of a new medicine relied in some cases on the principle of binding a single ingredient 
to one target for treating one disease due to the significant interference with target identification that would arise from 
a combination of the drug with multiple targets, yet, this would not be always the case.12–14 The latter situation offers 
possibilities and opportunities for discovering and developing new drugs, particularly with natural products, which exert 
multiple effects due to the fact that these natural products are comprised of diverse chemical compounds with broad 
biological activities, and hence combine with multiple targets.15,16 Therefore, the identification of targets of natural 
products (botanical bioactive) is fundamental to contribute in the optimization of existing drugs to accelerate the 
development of new drugs.17,18 Nevertheless, there has been a bottleneck hindering the conduct of further research 
into applying natural products due to the fact that targets for several bioactive molecules are still unidentified.19,20

For target identification, data mining of available biomedical data is used, which significantly increases target 
identification. More specifically, data mining refers to the utilization of bioinformatics to assist in identifying, selecting, 
and prioritizing potential disease targets. Such data come from several sources, publications, and patent information in 
the literature, data on proteomics, gene expression, compound profiling, and transgenic phenotyping.21

For instance, since the outbreak of coronavirus disease 2019 (COVID-19), a huge number of investments by research 
institutions have been employed to develop and screen anti-COVID-19 drugs and vaccines with the assistance of data 
mining and bioinformatics to identify potential targets and drugs for preventing and treating COVID-19.22

Another example is brain metastasis (BM), which is a complication of triple-negative breast cancer (TNBC) due to 
the invasion of TNBC cells into the brain, and it is the most severe threat to patients’ survival with TNBC. Unfortunately, 
the bottleneck is that no up-to-date drug has been approved for treating TNBC-derived BM (TNBCBM).23 Despite huge 
efforts that have been made to discover a drug and druggable targets for treating TNBC-BM, the lack of targeted therapy, 
besides the high toxicity of the existing medicines and difficulties in delivering drugs to the brain are still key challenges 
for treating TNBC-BM.24 Additionally, although a few drugs to treat TNBC-BM have progressed into clinical trials, and 
fewer have been approved for use compared to numerous molecular targets that have been identified to target TNBC-BM 
in terms of pharmacological molecular targets.25

Target Validation
Once the target is identified, a full prosecution of the target should be followed (ie, to be validated). The validation 
techniques for the prosecuted target go through in vitro and in vivo investigations for modulating a desired target in 
patients. Although target identification and validation are a multifunctional process and valid by their right, a multi- 
approach validation is required because it significantly increases confidence in the observed outcomes.2 Thus, careful 
execution of target identification and validation is the cornerstone for reducing attrition rates to avoid poor efficacy. 
Additionally, the complementarity of phenotypic and target-based drug discovery methods would enable the discovery 
of first-in-class molecules, resulting in delivering more efficacious, safer and potent best-in-class follower 
molecules.26

Recent study closely associated to target identification and validation of drug discovery for treatment cancer27 the 
researchers were used an AI-driven screening strategy to identify a new anticancer drug, Z29077885, that target STK33, 
the AI system included a large database combining public databases and manually curated information to describe 
therapeutic patterns between compounds and diseases. For target validation, they were used In vitro and In vivo studies to 
validate the Z29077885 as anticancer and they were investigated the mechanism of action by induce apoptosis by 
deactivation of the STAT3 signaling pathway and causes cell cycle arrest at S phase, and confirmed that treatment with 
Z29077885 decreased tumor size and induced necrotic areas. So, this study shows the efficacy of target in both in vitro 
and in vivo models. Moreover, this study confirms that successful use of AI-driven methods for target identification and 
validation in cancer drug discovery.
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Stages in Drug Discovery
Identifying the medical need constitutes the motivation that stands behind drug discovery while considering whether the 
proposed hypothesis of therapy improvement in term of safety, efficacy, or mechanistically will influence the treatment 
for patients with the target disease through the developed or discovered therapy compared to the existing therapies. 
Setting the objectives, followed by employing the appropriate biological method to test the related chemicals is essential 
when answering the question correlated to the adequacy of the current agents.5,26,28

Key subsequent steps include a “hit” (in vitro detection of a relevant biological activity) for a structurally novel 
molecule, followed by preclinical investigation for the biological activity (in vivo investigation in a proper animal 
model). We then maximize the biological activity of the tested molecule through preparing structural analogues. Finally, 
selecting an analogue is to be the drug development candidate.5,26,28 The toxicity of the drug candidate will be evaluated 
in a proper animal model. Passing all the preclinical investigations successfully, the accumulated data are gathered and 
submitted as the Investigational New Drug Application (IND) to the Food Drug Authorities (FDA) before being 
progressed into clinical trials.5,26,28

In the clinical trials, the candidate drug is progressed initially to Phase I clinical trial to evaluate toleration in normal 
human volunteers. Then, a further Phase II starts to assess efficacy and dose-escalation in patients with the target disease. 
Finally, Phase III is followed by widespread trials, involving a bigger sample size to develop a broad database for safety 
and efficacy.5,26,28 Even if the drug candidates pass successfully the three phases of the clinical trials, a few drug 
candidates (4–7%) are submitted as IND, containing all research data to be reviewed by the experts at the FDA to 
approve the new medicine for clinical use as illustrated in (Figure 2).5,26,28

In the “R” discovery phase (research phase), a part of the hypotheses that constitute the project basis produced what is 
called “a drug candidate”. In the “D” phase (drug development phase), approximately 1 out of 15–25 drug candidates 
pass efficacy and safety tests (in animals and humans) to be approved for marketing as summarized in (Figure 3).5,29

Figure 2 The drug discovery process. 
Notes: Created in BioRender. Ghanim, F. (2025) https://BioRender.com/lx6mzx0.
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AI-Driven Innovations in Oncology
The demand of newer discoveries in the current era is increasing, shading the light about a faster and accurate medication 
production. Cancer is one of evolving diseases that become a major threat to humanity regarding health and a common 
challenge facing medical research institutions worldwide.30 The World Health Organization declared that cancer occupies 
the first or second rank among the leading reasons for death in 91 out of 172 countries.31,32 In the beginning, several 
anticancer agents were isolated from plants, such as taxol, vinblastine, vincristine, derivatives of camptothecin, etopo-
side, irinotecan and topotecan.33 An ideal anticancer agent from a plant should have anticancer properties and a defined 
mechanism of action with minimal toxicity.34 However, several drawbacks (eg, poor pharmacokinetics, low potency, and 
remarkable toxicity) hinder the transition of such anticancer agents from bench to clinical trials because of its established 
poor pharmacokinetics, low potency, and remarkable nephrotoxicity.35

In cancer research, AI is expanding because of its huge and different successful applications including the develop-
ment of new medicines to treat cancer.36 Numerous of AI researches nowadays have been investigating the widely 
utilization of incorporating AI to develop newer anticancer medicines by using an association analysis algorithm that 
identifies cancer and treatment connection (eg, cancer immunotherapy) to select and prioritize cancer-specific drugs.30 AI 
with modern data assets accelerates the design and development of safer and more effective anticancer drugs.37

The Role of AI in Accelerating Drug Discovery, Enhancing Drug Efficacy 
and Minimizing Toxicity
Recent research focused on the role of AI in accelerating drug discovery and enhancing cancer treatment, including 
machine learning and deep learning, that innovating various aspects of oncology, from target validation and drug 
repositioning to de novo design and clinical trial optimization.38 These developments enable the rapid identification of 
new compounds, optimized dosages, and enhanced treatment efficacy with reducing toxicity.39,40 AI can analyze massive 
datasets, improve drug response predictions, enhance the accuracy of diagnostic imaging, and facilitate personalized 
medicine approaches.41,42 The application of AI nowadays widely varies in different fields. One of which is the medical 

Figure 3 Drug discovery and development funnel. 
Notes: Created in BioRender. Ghanim, F. (2025) https://BioRender.com/xmuh9qu.
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field that has showed an improvement and enhancement in the productivity, consistency and accuracy of health 
professionals.43,44 Despite challenges such as data quality and model interpretability, AI promises to revolutionize cancer 
care by accelerating drug development, reducing costs, and improving patient outcomes.45,46

As an example of a recent and practical study for the use of AI in cancer therapy discovery in 2025,47 a study 
published in Nature Communications that developed a multi model framework for identifying synergistic drug combina-
tions against pancreatic cancer. There are three research institutions (NCATS, MIT, UNC) were built machine learning 
models based on preliminary experimental data from testing 496 combinations of 32 anticancer drugs using PANC-1 
cells. Several algorithms including Random Forest (RF), XGBoost, Deep Natural Network (DNN), and Graph 
Convolutional Networks (GCN), were used to extract synergistic predictions for 1.6 million possible combinations. 
The MIT model achieved the highest predictive accuracy with 83% success rate in laboratory trials among the 
combinations proposed, and 307 synergistic drug combinations were verified as effective. It is worth noting that the 
compound collection used includes approved drugs and investigational drugs in various stages of clinical trials, which 
make their manufacturing and clinical application a realistic prospect. So, the study highlighted the potential of machine 
learning in predicting drug synergies and its practical impact in identifying combinations for treating pancreatic cancer 
and demonstrates the effectiveness of using multiple machine learning approaches in predicting drug synergies for 
pancreatic cancer.

Subfields of AI for Developing New Medicines
Machine learning (ML) is a subfield of AI that applies statistical methods with the ability to learn with/without being 
explicitly programmed. The ML is classified as supervised, unsupervised and reinforcement learning. Supervised 
learning comprises methods of regression and classification, where the predictive model is developed depending on 
data coming from input and output sources. Output data from supervised ML includes the diagnosis of diseases under the 
classification subgroup as well as the prediction of drug efficacy and ADMET (absorption, distribution, metabolism, 
excretion, and toxicity) under the regression subgroup.48,49 In unsupervised ML, on country, it comprises methods of 
clustering and feature-finding by grouping and interpreting data depending on the input data. Outputs from the 
unsupervised DL attain discovery of disease subtype from clustering and discovery of disease target from feature- 
finding. However, reinforcement learning is largely driven by decision-making in a certain environment and its execution 
to maximize its performance. The outputs from the reinforcement ML include a design of de novo drugs under decision- 
making and experimental designs under execution, which are achieved via modeling and quantum chemistry. While DL 
showed a greater benefit previously, the increasing amount of database required a growing power and further advance-
ment in this technology. Consequently, deep learning (DL), which is an extra subfield of ML, has emerged with the 
utilization of artificial neural networks that learn and adapt from the enormous amount of experimental data 
(Figure 4).48,50

In 2025, a study using ML and DL methods to develop drug discovery with some algorithms.51 This study integrates 
multi-omics data and AI-driven drug discovery to identify TNFRSF10A/TRAILR1 as a potential therapeutic target in 
pancreatic ductal adenocarcinoma (PDAC) that proposing an antagonist approach with Temsirolimus, Ergotamine, and 
capivasertib as potential TRAILR1 modulators. The study provided several significant insights, including identified 
TNFRSF10A/TRAILR1 as potential therapeutic target in PDAC with high expression in malignant epithelial cells and 
stromal regions. Additionally, the study proposed an antagonist approach to targeting TNFRSF10A that differs from 
traditional agonist approaches, as well as, demonstrated the effectiveness of integrating multi-omics data, ML, DL, and 
molecular dynamics simulations for drug discovery. The authors concluded that their approach showed how combining 
cutting-edge genomics, system biology, and AI could give us a reasonable insight into most treatment-resistant cancers 
and suggesting that the study indeed provided valuable insights into treatment PDAC and drug discovery.

AI Versus Conventional Pharmaceutical Approaches in Developing New Medicines
Conventional pharmaceutical methods were relatively successful in discovering new drugs. Unfortunately, the existing 
drawbacks and limitations of low-grade reliance on trial-and-error experimentation and inaccurately predicting the 
behavior of newly discovered drugs limit the use of this method.52,53 On the other hand, AI-incorporated technologies 
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have become versatile tools, which are applied in the different stages of drug development, including drug target 
identification and validation, rational drug design, novel drug designing, drug repurposing, improvement of the R&D 
efficiency, analysis of biomedicine information and refining the process of decision making.6,54,55 These potential uses of 
AI offer better opportunities to counter the uncertainties and inefficiencies arising in conventional drug development 
methods, minimizing human bias and intervention.6,54,55 However, recent developments in AI, including the utilization of 
data augmentation, explainable AI, and the integration of AI with traditional experimental methods, offer promising 
strategies for overcoming the challenges and limitations of AI in the context of drug discovery.53 Despite the successful 
application of AI in developing new drugs, the limitations of AI-based methods, the availability of high-quality data, and 
addressing ethical concerns are required to be recognized and addressed.53,56

Although recruiting the current AI-based approaches in developing new drugs, they will not replace the conventional 
experimental methods, or dispense with the experience of researchers. Conversely, the role of AI-based approaches will 
assist in providing predictions relying on the available data, while the validation and interpretation of the results will be 
still supervised by researchers. Hence, a collaboration between pharmaceutical and AI researchers and a combination of 
their experience and knowledge will be crucial in creating powerful algorithms and machine-learning models to predict 
the efficacy of potential drug candidates as well as accelerate and optimize drug discovery.53,56 Additionally, this 
integration is beneficial in better identification of new drug targets and improving the effectiveness of the existing 
drugs toward a better quality of life. In the clinical trials, AI will assist in improving the accuracy and efficiency of the 
agents since the higher efficiency and accuracy of AI algorithms in analyzing the collected data during clinical trials can 
result in identifying trends and potential side effects of the candidate drugs as well as improving accessibility and 
affordability of healthcare.53

The design of novel drugs is a fundamental function of AI in drug discovery with specific properties and57 activities. 
For instance, a recently trained DL algorithm on a dataset of known drug compounds and their corresponding properties 
established that AI could rapidly and efficiently propose new drug candidates with desirable solubility and activity.57 

Applying AI in pharmaceutical research improved the prediction of efficacy and toxicity of potential drug molecules, 
enabling the development of more effective and safer medications as well as accelerating the drug discovery process.53,58 

In medicinal chemistry, a key application of AI is to predict the efficacy and toxicity of candidate drugs. Relying on 
analyzing large amounts of information, ML algorithms identify trends and patterns unrealized by researchers and 
achieve this task faster than classical protocols, resulting in proposing new bioactive with minimum adverse reactions 

Figure 4 Subfields of AI. (AI vs ML vs DL). 
Notes: Created in BioRender. Ghanim, F. (2025) https://BioRender.com/mptkfg2.
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(side effects).59 For example, a trained DL algorithm, using a dataset of known drug molecules along with their 
corresponding biological activities, could accurately predict the activity of the new compounds. In addition, recruiting 
intensive training utilizing databases of known safe and toxic compounds for ML could contribute to preventing 
toxicities of potential drug molecules59 Classical protocols of drug discovery, on the other hand, frequently depend on 
slow and costly laboratory experimentation to evaluate the pharmacodynamics of the candidate drug, while the results 
often remain uncertain and vulnerable to a high degree of variability.

Applications of AI in Oncological Drug Development
There are wide range of AI applications that can be used in the discovery and development of drugs for treatment 
oncology as shown in Figure 5 and Table 1.

Computer-Aided Drug Design (CADD)
AI enables computers to participate with humans in drug discovery. Such a task is rational and relatively successful as 
discussed earlier. This is the era of information and information technologies based on the availability of huge and 
diverse information content of digitalized datasets, which are used across the whole pipeline of drug discovery, starting 
by identifying drug target, followed by drug design through using several in silico tools. In the previous decade, the 
design of drugs was accomplished by computer-aided drug design (CADD), which minimized the risk of later rejection 
for the lead drug molecules, and the CADD has been still in use for drug design even after introducing high throughput 
screening (HTS) as a result of its high success rates of hit compounds identification and prioritization of HTS active 
compounds. Predicting binding site while analyzing medication dynamics to the target are one of the most common 
applications of CADD with large database. This suggests the critical movement of identifying and evaluating newer anti- 
tumor agents through this approach.55

Antibody Design
Several DL approaches have been developed to study drugs of biological macromolecules with specific pharmacological 
properties, such as oligonucleotides, monoclonal antibodies, or peptides. In antibody discovery, looking for new antibody 
sequences by applying AI has become a research hotspot. For example, GANs or VAEs are DL algorithms that are 

Figure 5 Applications of AI in Drug Development. 
Notes: Created in BioRender. Ghanim, F. (2025) https://BioRender.com/bq5miaf.
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Table 1 AI Models Utilized in the Oncology Application with Techniques Limitations

Algorithm Differences

AI Algorithm Mechanism Application Use in Oncology Cons

Computer-aided drug 
design (CADD)55

Applies various computational and statistical methods to 
analyze biochemical entities (Big Data) for target 

identification and hit hunting. It helps in assessing safety, 

efficacy, and toxicity for developed drugs.

Identification of binding sites in target proteins, 
structure-based virtual screening (SBVS) and 

prediction of pharmacokinetic (ADME) and toxicity 

(T) properties

Halicin discovery 
despite being 

antibiotic, was found 

to have anticancer 
activity

1. Accuracy of method 
needs further validation 

evaluation. 

2. Binding affinity lacks 
accuracy in the scoring 

system. 

3. CADD Simplify 
biological system which 

may produce low-quality of 

data.

Facilitate 
anthraquinone 

derivative with minimal 

toxicity and higher 
efficiency

Develop KRAS 
inhibitor drug targets

Generative artificial 
intelligence (GAI)60

Use generative models to general new products in the 
abscess of dataset. This model is trained on the data and use 

them to improve

Analyze the distribution of the physicochemical 
algorithm, maximize targeted goal to improve 

molecular activity, and create newer molecules based 

on the needed requirements.

Drug discovery for 
newer anticancer in 

breast and prostate 

cancer

1. Risk of false positive and 
inapplicability in the real 

world suggestions. 

2. Fail to generalize the 
newer produced 

candidates. 

3. Not easily interpreted 
data (difficult for decision 

making process). 

4. Quality of the generated 
molecules depends on 

training data quality.

Analyze 

pharmacogenomic 

variation to predict 
cancer response to 

therapy.

High-throughput 

screening (HTS)61

A model that tests thousand to million molecules biological 

activity at cellular, organism, mechanism, and pathway level 

and provide ranking for their activity.

Improve efficacy and improve success rate of selecting 

proper therapy for specific cancer type.

Accelerating pipeline 

drug discovery

1. Lack real world insights 

due to over-reliance on AI 

predictions might reduce 
experimental validation. 

2. Biased results according 

to the reinforce existing 
data. 

3. High false positive 

results.

D
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learned to explore potential features of antibodies (eg, physicochemical properties and frequency of amino acid 
positions), providing a new approach for future antibody design and generation.62

Treatments in Oncology
AI is used in what is called CyberKnife® treatment in oncology. Moreover, a group of ML algorithms have been recently 
successfully trained to rank clinically relevant cancer drugs based on the drugs’ predicted efficacy in reducing cancer cell 
growth. One of the successful applications of AI in Oncology is the implication of AI with robotics for radiotherapy.63 

Moreover, AI in Oncology provides a promising application in the area of cancer imaging.7 However, AI algorithms 
seem to be promising in solving problems and overcoming obstacles that face discovering and designing new anticancer 
drugs.8

AI-Assisted Clinical Trial Design
One of the most limited steps in the development pipeline of new drugs is the high failure rate of clinical trials so 90% of 
the drug candidates failed to pass clinical trials. Therefore, several AI-based methods have been developed to assist in 
optimizing the crucial steps of clinical trials, such as patient recruitment, assignment, and monitoring. For addressing 
patient selection, AI-based methods are applied to predict the likely treatment response of patients by exploring the 
association of patients’ biomarkers with external indications. Additionally, e-phenotyping can be applied to minimize the 
heterogeneity of the patient population, aiding the selection of patients through predictive or prognostic enrichment. 
Moreover, patient monitoring regarding adhering to medication can be controlled by AI because data on accurate 
adherence to medication reflects the results of clinical trials. AiCure, for example, is a new AI platform that is utilized 
to measure medication adherence, showing a 25% improvement in adherence to medication in a phase II trial for 
schizophrenia as compared to conventional therapies. Therefore, AI contributes to reducing adverse reactions and 
improving the safety of trial protocols by optimizing dosing improving the safety of trial and reducing patient defaults 
due to safety concerns.63

Advancing the Development of Precision Medicine
Adopting various treatment plans for symptoms or diseases of different people is a crucial interest of precision medicine, 
which is opposite to simplifying or over-simplifying the classification method of diseases using the same treatment plan 
for all patients. For optimizing precision medicine for each patient, different information is required, including the 
medical history, results of physical examination, lifestyle, and imaging, results of basic laboratory, functional diagnostics, 
omics, and immunology. Thus, the collected data are subjected to preprocessing to construct a relevant model reflecting 
the situation of the patient (Integrating AI in this context has been assessed in various studies. One of which reported that 
AI connects patient’s genomic data, phenotype data, somatic mutation, and proteomics data with the inputted drug 
response to support further precision medicine. Additionally, many studies suggest that AI can also show the drug 
response with higher accuracy, sensitivity, and specificity and support knowledge-based production to optimize patient 
outcomes.64

Generative Artificial Intelligence (GAI) in Drug Discovery
One of the latest AI tools that uses DL is generative AI (GAI). The GAI has ability to understand the patterns and 
intricacy of sets of training data (such as images, audios, and chemical molecules) and subsequently provides predictions 
based on pattern recognition. This approach, for instance, utilizes to identify de novo molecules and predict drug–target 
interactions.65

When the basic or required molecules are absent from the input chemical library, the prediction-based method is 
unable to produce new compounds. This is where generative AI (GAI) enters in. Deep learning is used by GAI, a type of 
AI, to produce original material. After analyzing the patterns and complexity of their training data, in which GAI systems 
provide fresh data that is either same or better than the user had anticipated. Traditional AI systems taught to analyze data 
and provide predictions by identifying structures, are not the same as GAI as it relates on the inputted data. The advent of 
GAI has significantly altered the sector through solving the issue of time-consuming and costly concern to create new 

https://doi.org/10.2147/DDDT.S509769                                                                                                                                                                                                                                                                                                                                                                                                                                       Drug Design, Development and Therapy 2025:19 5694

Albani et al                                                                                                                                                                          

Powered by TCPDF (www.tcpdf.org)Powered by TCPDF (www.tcpdf.org)



drugs. By automating many of the time-consuming and labor-intensive processes involved in drug development, the GAI 
technique has the potential to completely revolutionize the industry (Figure 6).

The capacity of GAI models to generate whole new compounds is one of the most alluring aspects of GAI-driven 
drug discovery. De novo molecular creation is the process of creating new or distinct molecule structures with desired 
characteristics (Figure 7). Consequently, neural networks that can predict a certain property are frequently included in 
GAI models. For instance, ReLeaSE, which links a neural network that forecast molecular properties with a deep 
generative neural network that create novel molecules with the requisite physicochemical and biological qualities, was 
given in a sample work. The use of ReLeaSE was successfully implemented to produce chemical molecules with specific 
properties including inhibition activity against Janus protein kinase 2. Thus, the use of GAI can generate chemical 
libraries that are selective toward a single desired property or multiple properties.60 Another example was the generated 
compounds were empirically confirmed to be novel retinoid X receptor (RXR) modulators after66 training a GAI model 

Figure 7 De novo molecular design workflow (A) Pre-trained model molecular data. (B) TL & RL optimization fine-tune for target optimize properties. (C) Filtering and 
ranking select optimized molecules apply filters and scoring. 
Notes: Created in BioRender. Ghanim, F. (2025) https://BioRender.com/ed4fk16.

Figure 6 A basic flowchart depicting the functioning of a generative AI model. 
Notes: Created in BioRender. Ghanim, F. (2025) https://BioRender.com/d61h847.
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on natural products to generate de novo ligands. When AI trained system generate four compounds targeting RXR, two 
of which was found to have resemblance to natural product properties (Figure 8).

In the study for developing a drug for the treatment of lung cancer, an algorithmic framework using deep learning and 
machine learning to discover novel small-molecule anti-tumor agents for lung cancer,67 resulting in the derivation of several 
small-molecule formulas predicted to bind selectively to specific proteins. The study used deep learning for gene expression 
profile analysis and interaction prediction, Generative Adversarial Neural (GAN) networks for data generation, Lasso linear 
regression with 5-fold cross-validation for feature selection, and deep learning-based tool for Named Entity Recognition 
(NER) using BERT algorithm. They identified 37 molecules with potential toxicity for lung cancer cells and five small 
molecules selected as potential candidates. The algorithmic platform can accelerate the identification and design of anti-tumor 
compounds that advance targeted cancer therapies. Despite the fact that the study does not evaluate the synthetic potential of 
the predicted molecules, the researchers deconstructed an initial set of 37 large molecules into smaller active compounds, and 
this analysis resulted in the addition of 15 additional molecules and led to the selection of five small molecules for further 
evaluation, this suggested consideration of synthesized potential, even no direct analysis was performed. Therefore, this study 
used AI in several forms to identify and design new drug use against lung cancer by analyzing genetic data, generating 
chemical molecules using GANs as GAI, and predicting their effective, all these by using computing study (in silico).

The breakthrough ChatGPT in the recent year grasped the attention through its intelligence system. There has been 
one recent publication on DrugGPT along the lines of ChatGPT. This study shows AI-driven drug discovery through this 
approach and further divided GAI into three classes based on how they are used to generate novel compounds:

1. Distribution-learning68 in which the system creates new molecules to fill the same chemical space as the training 
set. Metrics such as the Fre’chet ChemNet Distance (FCD), which measures structural and functional similarity, or 
the Kullback–Leibler69 (KL) divergence, which is used, for instance, to analyze the distribution of calculated 
physicochemical features of the molecules, are commonly used to evaluate algorithms for learning distributions 
based on how well they replicate the characteristics of the training set.

2. Goal-directed generation:68 that is applied to maximize certain goals, molecules are created in goal-directed 
generations. To be more precise, scoring functions gradually improve the molecules that are produced. 
Reinforcement learning (RL) is one way to do this, where a reward is given to the model to encourage it to 
pursue tactics that have a higher chance of success. Scoring methods frequently employ predicted physicochemical 
characteristics, expected bioactivity, and resemblance to current active chemicals.70,71

3. Conditional generation: By learning a unified semantic space of qualities and structures discovered via exploration, 
it takes on the problem of creating new molecules that satisfy predetermined requirements. Molecular generation is 
in the center of conditional generation, which is a goal-directed (using a scoring function), and distribution learning 
algorithms. The necessary characteristics might serve as a “prompt” to produce possible compounds. By creating 

Figure 8 Various GAI models. 
Notes: Created in BioRender. Ghanim, F. (2025) https://BioRender.com/wqh6ked.
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latent representations covering necessary properties like 3D shape,72 gene-expression signature,73 protein target,74 

and corresponding molecular structure in an end-to-end manner, for example, via a conditional RNN,75 these 
algorithms allow goal-directed generation without the need for scoring function engineering.

Examples of Successful Case Studies of Drug Discovery by AI
AI has been successfully applied to identify novel anticancer compounds by training a DL algorithm on a large dataset of 
known cancer-related compounds and their corresponding biological activity. Accordingly, high-potential novel antic-
ancer compounds were obtained, showing that IA could discover novel therapeutic candidates.76 Although developing 
effective inhibitors of MEK (a suggested target for cancer treatment) is still challenging, the ML algorithm has been 
described to be successful in identifying novel small-molecule inhibitors of the MEK protein.77,78

AI has the ability to identify excepting molecules mechanisms that can treat other diseases such as cancer. One of the 
examples is Ouabain which was primarily discovered for heart failure patients. Through a High-Throughput Small 
Molecule Screening AI technique, Ouabain was found among 10,000 molecules to be a candidate synergized with 
MicroRNA-34 (miR-34) in killing lung cancer cells. miR-34 is a tumor suppressor miRNA that make it target for cancer. 
Despite the promising results showed by AI in 0.91 sensitivity, there is a need for combination therapy to avoid higher 
doses of miR-34 which may show toxicity.79

Another promising example that enters phase I clinical trials on healthy volunteer was EXS-21546, a highly selective 
A2A receptor antagonist, which has been co-invented and developed through a collaboration between Exscientia and 
Evotec SE. EXS-21546, a highly selective drug that is minimally influencing Bain to prevent unwanted event, developed 
through AI for patients with high adenosine signature solid tumors. Moreover, it is indicated for indicated for the 
treatment of non-small cell lung cancer, renal cell carcinoma, and advanced malignant solid neoplasms. This advance-
ment supports the process of precision-designed therapeutic candidates80 (Table 2).

Enhanced Drug Design: Molecular Modeling, Simulations and HTS 
Screening
AI and Disease Modeling
AI is a revolutionary technology, recapitulating sensing, acting, thinking, and learning that constitutes the four compo-
nents of human intelligence. Hence, AI can integrate a large amount of structure and non-structured multimodal data to 
construct dynamic and probabilistic models of the problem.61 The convergence of AI and biotechnologies offers an 
opportunity to generate disease models to assist in positioning therapies in known subpopulations of patients to support 
precision medicine based on therapies that target a definite subgroup of patients. The former convergence can be 
achieved through performing extensive molecular profiling of the patients with a particular disease to construct disease 
models. For this purpose, multi-omics technologies are used to represent diseases as endotypes based on pathophysio-
logical mechanisms. In the same line, the data are conventionally generated during the follow-up of huge patient cohorts 
with a stratification of patients by a combination of supervised and unsupervised learning methods. In the stratification of 
patients into homogeneous subgroups, the collected molecular profiling data from patients with a particular disease are 
combined with clinical data (eg, disease severity, disease progression, or response to treatments).61

A paper explored how AI techniques applied to model and predict cancer progression, treatment responses, and 
patient outcomes, by Kumar, 2024.82 This article is related to AI and disease modeling, specifically in oncology. The 
main aspects of AI-driven disease modeling discussed and achievement in the article included AI algorithms analyzing 
high-dimensional genomic data to identify biomarkers that can predict treatment responses and disease progression. ML 
and DL models are used to classify patients based on their molecular profiles. A notable achievement is the development 
of adaptive treatment methods using reinforcement learning and neural network-based approaches that allow for real- 
time therapeutic adjustments based on patient-specific genomic. This article is related to AI and disease modeling 
focusing on oncology for improving cancer treatment and patient outcomes.
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Table 2 Summary of the Successful Case Studies Finding in Utilizing AI Models in the Oncology Field

Applications of AI in Oncology Drugs Discos y and Development

Study Title Year of 
Publication

Objective AI Model Findings Conclusion

Computational 
approaches in target 
identification and drug 
discovery55

2016 To emphasize the necessity of integrating information 
technologies, chemoinformatics, and human 
intelligence to enhance data analysis, decision-making, 
and collaboration in handling large-scale biomedical 
data.

Computer- 
aided drug 
design

Computational methods provided a powerful 
toolbox for target identification, discovery and 
optimization of drug candidate molecules. For 
instance, ligand-based CADD is used effectively in 
selecting new compounds based in chemical similarity 
of the active compounds. Additionally, it helped in 
quantitative structure-activity relationships (QSAR) 
to describe the correlation between molecules 
structure and target response. Another application 
that was gaining ground in the computational drug 
discovery setting is protechemometrics and 
polypharmacology modeling. Structural-based CADD 
has also several applications including studying 
proteins behavior the rough molecular dynamic 
stimulation. This can facilitate the other application 
include docking, pharmacophore modeling, and 
fragment-based drug discovery.

All the computational methods mentioned in this 
review, either towards target identification, either 
towards novel ligand discovery continue to evolve 
and their synergy is what we envisage that will 
facilitate cost-effective and reliable outcomes in an 
era of big data demands.

Artificial Intelligence in 
Pharmaceutical 
Sciences62

2023 Showing the current application of AI in 
pharmaceutical sciences while forcing on AI 
facilitating target and drug discovery

Various 
models

Many approaches through machine learning (ML) was 
used to develop medication in the oncological failed. 
One of which is one-class LR (OCLR) that helps in 
discovering 13 previously overlooked genes that 
could be potential targets for LUAD treatment by 
reducing the cancer’s stem-like properties. This is 
through assisting in calculate different “stemness 
indices” (mRNAsi, mDNAsi, and EREG-mRNAsi). 
When it comes to antibodies utilized in oncology, 
AlphaFold2 which is a deep learning (DL) model helps 
is understanding protein structure to predict the 
problem and thus provide suggestions for antibodies. 
Other models such as structure-based framework 
called DL for antibodies (DLAB), DeepAb, and 
DeepH3 were developed to provide extreme 
precision related to protein structure.

Artificial intelligence widely applies in discovering 
a developing agent for facilitate clinical trials. Through 
emerging this intelligence technology, it can solve the 
complexity of the biological system and correlate it 
to newer agent.
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Evaluating the 
Effectiveness of Artificial 
Intelligence in Predicting 
Adverse Drug Reactions 
among Cancer Patients58

2022 To assess the effectiveness of AI models in predicting 
ADRs in oncology patients through a systematic 
review and meta- analysis

Various 
models (eg: 
GNB, ANN, 
XGBoost, 
ANN-I, RT, 
KNN, GB)

AI algorithm predict the cytotoxicity of anti-tumor 
agent through examining the produced bio marker 
and correlate it with possible toxicities. This through 
analyzing the sensitivity and specificity of medications’ 
AUC when the patient take anticancer agent to 
predict the toxicity. It has been seen that a sensitivity 
values varied from 0.82 to 0.84, demonstrating that 
the models correctly identified patients who were at 
risk of ADRs. The effectiveness of AI models is 
determined by the quality of data used to train them 
to analyze specific population variables such as the 
variety of genetic origins, medical histories, or cancer 
treatment regimens.

AI models can predict ADRs with high sensitivity and 
specificity. The use of AI in oncology has the 
potential to revolutionize patient care by combining 
human clinical decisions with machine-learned 
insights. However, there is a need for more 
standardized research in this area, given the 
variability across studies, to ensure the accuracy and 
robustness of these predictive tools.

Artificial Intelligence for 
Clinical Trial Design81

2019 Explaining the recent advances in artificial use 
substantially to the inefficiency of the drug 
development cycle, in other words intelligence (AI) 
can be used to reshape key steps of clinical trial 
design towards the trend that fewer new drugs reach 
increasing trial success rates.

Neural 
language

Biomedical reach plays a significant role in 
understanding cancer. Interestingly, through 
integrating AI using natural language processing, 
different subtypes can be identified, predicting gene 
targets of microRNAs, and discovering new drug- 
target interactions. Additionally, in clinical trials, AI 
algorithms show significant identification for skin 
imaging to detect cancer though digitalized Electronic 
Records Meaningful Use Programs.

Effectiveness of Artificial 
Intelligence for 
Personalized Medicine in 
Neoplasms: A Systematic 
Review64

2022 analyze and identify the studies conducted on the 
application of AI methods in precision or 
personalized medicine for cancer prediction, 
diagnosis, and treatment.

DL CNN AI linked various type of kind, mostly breast and lug 
cancer, with patient specific factor such as genetic 
factors, somatic mutation, and phenotype differences. 
Through determining the differences in genetic 
makeup, which influence the selection of treatment, 
AI not only suggest the best agent from the inputted 
data but also show drug-disease interactions to 
support knowledge-based production in patient 
treatment.

Through applying AI-based solutions, this review 
suggests that AI could improve the treatment and 
management of cancers and the application of 
intelligent approaches is recommended in many areas 
such as in personalized medicine.
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AI-Enhanced Drug Design, Selection, and Optimization
In a review article selected, from many examples for AI-enhanced drug design, but not limited, that stated that the field of 
in silico used to estimate and identify potential of unknown drug-target from large chemical libraries using statistical 
models known as Virtual Screening (VS) and that ML techniques are applied in VS to enhance predictive performance.83 

This article clearly indicated that VS employs AI techniques for drug design and selection. The VS methods use the 
physico-chemical and structural properties of compounds with the experimentally verified bio-interaction information to 
generate predictive models, and these models are utilized to identify new drug candidates for specific targets. This article 
also mentioned that VS used for drug repurposing and off target effect identification that aim to find new uses for the 
drugs that already approved, that is a form of AI-enhanced drug optimization. In addition, the article discussed the use of 
DL algorithms in VS that have showed significantly better for performance drug–target interaction prediction compared 
to traditional ML methods. Moreover, the VS methods are typically placed just before HTS in drug development 
pipelines to allow VS to eliminate unlike drug-target that means only potentially active combinations are run through 
experimental screening procedures, the main purpose of VS is to reduce the cost and time for HTS. This article covered 
the use of AI and ML approaches in VS for drug discovery and discussed the potential of machine learning -based de 
novo drug design that is directly related to AI-enhanced drug design and optimization.83 Although, the VS offers 
significant advantages in efficiency and potential for improved drug discovery, it still faces challenges related to 
prediction accuracy, data quality, and computational requirements. Because this field is growing rapidly, that may 
solve some of these challenges in the future.

The Molecular Modeling and Simulations
Introducing high-performance computing resulted in expanding applications of computers. One of those applications is 
the utilization of computers as a tool for achieving in silico experiments, including the discovery and design of drugs. 
Molecular modeling, which is a fundamental tool for discovering drugs, has been developed enormously to enhance the 
computational power and elaborate biological information of active drugs and compounds. Molecular modeling is 
commonly applied in the prediction of the target structure, designing novel therapeutic molecules and proposing novel 
chemical entities. However, throughout the years, recent advancement evolves more which influenced the use of 
modeling. In pharmacology, for example, molecular modeling used to be a tool for exploring the interaction of drugs 
with cellular components. However, recent advancements in AI, big data analysis, and molecular simulations provide 
opportunities to rationalize the interaction of drugs with their pharmacological targets (receptors) such as in silico 
techniques in some diseases like cancers.84

Recently, a promising synergy has been shown between molecular simulations, ML and AI techniques, which will 
pave the way for revolutionary changes in diagnostics, drug discovery, analysis of medical data, and optimizing clinical 
trials. Interestingly, it has been found that conventional molecular simulations can be integrated well into AI pipelines, 
which serve as references and provide data for model training and validation. Molecular modeling provides mechanistic 
insight into drugs’ interaction with their targets (eg, drug–target or drug–membrane interactions), which will provide 
considerable opportunities to rationalize the design of drug candidates with higher efficacy and minimum side effects 
better than blindly searching through drug candidates. Computer simulations at the molecular scale will accordingly 
provide greater understanding of drug behavior and mechanisms of drug toxicity.85,86

In an article included molecular modeling, simulations that related to drug discovery in oncology treatment, as 
example for this specific aspect, in 2021, by Alghamdi et al,87 this study included molecular modeling as part of 
a broader investigation into the anticancer potential of Fenugreek seed extracts. The research included molecular docking 
studies to investigate the interaction between Fenugreek compounds and tubulin that a known target for anticancer drugs. 
The researchers used Standard Precision (SP) and Extra Precision (XP) scoring functions of GLIDE for docking. The 
study performed post-docking analysis for the docked poses and calculated binding affinities using Prime MM-GBSA. 
The researchers also conducted computational predictions of absorption, distribution, metabolism, and elimination 
(ADME) properties. This article gives us an example of how molecular modeling and simulations can be integrated 
into a multi-approach to drug discovery in oncology; it is not focused on molecular modeling only, but the study 
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combined computational methods with experimental techniques to investigate the potential of natural compounds in 
cancer treatment.

In silico Methods Drug–Target Interaction Modeling
Identifying a pharmacological target, particularly a protein in nature, is the key step in developing a new drug for 
a certain disease, which can be achieved by a pharmacology network approach either directly by conducting experiments 
or AI-powered searches. Thus, the identified molecular target can serve as a template for rationalizing the drug design. To 
accomplish this, the drug discovery pipeline should be adjusted based on the availability of a 3D structure for the 
target.88,89.

Determining the 3D structure of the target protein can be achieved directly through either by crystallography, NMR 
(Nuclear magnetic resonance), cryo-EM (cryo-electronic microscopy), or indirectly by homology modeling, using 
a protein of a similar primary sequence. Then, upon knowing the tertiary structure of the pharmacological target, 
a further investigation for the interaction of the target with the drug candidate can be achieved by using a structure- 
based method. Otherwise, a ligand-based method is used for identifying drugs with homologies with endogenous ligands 
if the tertiary structure is unknown. In both situations, virtual screening with other methods is the option for identifying 
lead drugs.90

Using ligand-based methods favorites screening by matching the endogenous pharmacophores of tested com-
pounds with pharmacophores of known drugs, ligands, or drug candidates that are specific for a particular target 
protein. Instead, the former screening can be achieved by using other QSAR models, which act by estimating the 
biological activities of the tested compounds in terms of their structural similarities with known ligands. However, AI 
models frequently excel in the ligand-based method owing to their ability to capture complex, multiparametric, or 
even hidden structural function relations that can be overlooked by humans. Designing a de novo ligand provides an 
alternative to virtual screening by constructing a ligand able to bind the target with molecular docking or pharmaco-
phore method.91

One of the article is more closely related to in silico methods for drug–target interaction modeling is the original study 
for Alghamdi et al, 2025,92 the study used computational approaches and web-based tools to predict and analyze the 
properties, activities, and interactions of metabolites extracted from Calotropis procera. The key aspects in this article 
that supporting in silico drug–target interaction modeling are used the PASS online web server to predict the biological 
activities of the identified metabolites, including their potential anti-cancer properties, the researchers also employed 
Swiss Target Prediction to determine potential molecular targets for the bioactive compounds identified in the C. procera 
extract. Moreover, the SwissADME website was used to evaluate the pharmacokinetic characteristics of the identified 
metabolites, including their adherence to Lipinski’s rule of five, solubility, and potential for oral absorption. In addition, 
the study utilized the ProTox-II website to predict various toxicity endpoints for the identified metabolites, including 
acute toxicity, hepatotoxicity, cytotoxicity, carcinogenicity, and mutagenicity, as well as, the pred-hERG website was 
used to assess the potential cardiotoxicity of the metabolites by predicting their likelihood of blocking Herg K+ channels, 
and the Endocrine Disruptome tool was employed to predict the binding of metabolites to multiple nuclear receptors. The 
study demonstrated the value of in silico methods in early-stage drug discovery and suggested that further development 
of these tools could contribute to oncology drug discovery efforts.

HTS and Enhanced Drug
Efficient discovery of drugs is paramount in pharmaceutical research to address unmet medical needs. However, the 
conventional process of drug discovery is costly and lengthy. However, through introducing high-throughput screening 
(HTS), drugs revolutionized the pipeline discovery, streamlined the identification of candidates and accelerated the 
development process.93 HTS is a process of testing a large number of compounds versus specific biological pathways or 
targets within a short timeframe,94 originating between the late 1980s and early 1990s due to the advancement in 
automation techniques and robotics.95 Upon combining computational tools with enhanced drug-design strategies, High- 
Throughput Screening (HTS) can significantly improve efficiency and enhance the success rate of drug development 
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projects by employing miniaturized and automated platforms for quickly screening compounds, which enables identify-
ing hits with the required pharmacological characteristics.95

In the perspective article by Zhou et al, 202596 provides several examples that are directly related to HTS in the 
context of drug discovery and development. The integration of AI and organoids/organs-on-chips (OoCs) has the 
potential to discover new drugs and development pipeline by enhancing and improve the process. This article mentioned 
that organoids have employed to model various organs and tissues, including brain, liver, and intestine, they have also 
used to model a wide range of disease, including genetic disorders, infectious disease, and rare diseases that may be 
challenging to model. Moreover, several examples of drugs discovered and tested using these approaches are mentioned 
such as: EXS-21546, an AI-driven drug candidate currently in phase lb/ll trials for patients with solid tumors character-
ized by high adenosine signatures. INS018_055, an AI-discovered drug that advanced from initial discovery to 
preclinical testing in 18 months, faster than traditional methods and it is currently in a phase lla study for idiopathic 
pulmonary fibrosis. In addition, Petosemtamab, TNT005, and HRS-1893, all these drugs have been approved to enter 
clinical trials based on efficacy and safety data from organoid/OoC models. All these examples demonstrate how AI, 
organoids, and OoCs are being applied in disease modeling and drug discovery and providing a guide for future 
applications in this field.96

Key Components of HTS
Assay Development 
Assay development is the first component of HTS, which is considered the initial step in developing robust and reliable 
assays (eg, cell-based, biochemical, or biophysical methods) to accurately measure interactions of the screened com-
pounds with targets, involving sometimes a validation of specific readouts for compound potency and target 
engagement.94

Compound Libraries 
Compound libraries are the main component of HTS, relying on diverse libraries of compounds with known 
bioactivities (eg, natural products, synthetic compounds, and small molecules) for screening potential drug candidates. 
Thus, the utilization of such libraries increased the opportunities to identify hits interacting specifically with the target 
of interest.97

Automation 
Automation is a third fundamental component of HTS, which allows a highly speed handling and testing of a large 
number (thousands or even millions) of compounds by undertaking tasks (eg, compound dispensing, data acquisition and 
plate handling) to significantly accelerate the screening process.95

Data Analysis 
A huge amount of data is generated by HTS, necessitating efficient methods of data analysis (eg, statistical, and 
computational techniques), followed by interpreting the output from screening assays to identify promising hits. Then, 
integration of data that are generated from multiple assays and a subsequent hit prioritization constitute the crucial steps 
in HTS workflow.98

Advantages and Limitations of HTS 
HTS has a variety of advantages, such as throughput, speed, and testing of a wide range of compounds. Additionally, the 
drug discovery process is expedited since HTS can efficiently identify hits with a potential therapeutic value. Moreover, 
HTS allows the investigation of biological targets, which enables the exploration of new drug targets either with known 
or unknown functions. However, inability to perform certain assays due to complex biological systems. Furthermore, 
synthesizing and acquiring diverse libraries of compounds in HTS is costly as well as HTS may generate false positives 
and/or negatives due to other experimental variables or test artefacts.99
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Significance of HTS in Modern Drug Development 
In modern drug development, HTS allows for a fast screening of huge compound libraries versus specific biological 
targets or even disease models. Additionally, the HTS technique benefits from the advancements in data analysis, 
miniaturization, and automation, enabling the testing of a vast number of compounds in a short timeframe. To rapidly 
identify active compounds with the required biological properties, HTS can significantly reduce the time as well as cost 
of identifying lead compounds for optimization and development.97,98 Furthermore, HTS contributed significantly to 
enhancing strategies of drug design, resulting in further improvement of the efficiency of drug discovery by employing 
fragment-based screening computational modeling, virtual screening, structure-based design, and combinatorial chem-
istry, which assist in optimizing compound libraries and guiding the selection of potential drug candidates. Thus, by 
integrating these methods with HTS, researchers become able to enhance the identification of selective, potent, and drug- 
like compounds for further development.99

Conclusion
The status of enhancing anti-tumor agents through traditional methods opens the window for research to advance other 
technologies that reduce expenses and accelerate the drug discovery and development process. Over the past years, AI 
technology has emerged in the discovery and advancement of medications, offering various models. One such model is 
CADD, which is utilized to develop potentially interactive molecules with specific biomolecular targets, ensuring their 
binding and thus improving drug targeting, efficacy, and safety. Another model, GAI, generates new molecules from 
inputted chemical molecule libraries while also facilitating the activity of these newly generated compounds. 
Additionally, the HTS screening method integrates the dynamics of the disease or desired effect with large structured 
or instructed datasets. Through these techniques, AI enhances drug design, targeting, and optimization, ensuring the safe 
use of newly produced anticancer compounds.

Although AI has a significant impact on this field, it also has several drawbacks that need to be evaluated. One of 
these is the influence of inputted data, which may play a crucial role in the production of antineoplastic agents. Other 
considerations include expert evaluation of AI-generated suggestions and results, ethical concerns, and the need for 
specialized expert support.

In the future, the integration of AI technology in pharmaceutical product development aims to improve the production 
and advancement of medical agents. Regarding anti-tumor therapies, and given the increasing demand, AI is rapidly 
accelerating the process of transforming drug candidates into clinical trials. Furthermore, the future of AI in this field 
highlights its role in predicting anticancer agent toxicity, helping prioritize compounds to minimize drug-related toxicity. 
Through the continuous development of AI models, the accuracy of drug target identification is steadily improving.
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