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Background: Incidence of skin cancer is one of the global burdens of malignancies that 
increase each year, with melanoma being the deadliest one. Imaging-based automated skin 
cancer detection still remains challenging owing to variability in the skin lesions and limited 
standard dataset availability. Recent research indicates the potential of deep convolutional 
neural networks (CNN) in predicting outcomes from simple as well as highly complicated 
images. However, its implementation requires high-class computational facility, that is not 
feasible in low resource and remote areas of health care. There is potential in combining 
image and patient’s metadata, but the study is still lacking.
Objective: We want to develop malignant melanoma detection based on dermoscopic 
images and patient’s metadata using an artificial intelligence (AI) model that will work on 
low-resource devices.
Methods: We used an open-access dermatology repository of International Skin Imaging 
Collaboration (ISIC) Archive dataset consist of 23,801 biopsy-proven dermoscopic images. 
We tested performance for binary classification malignant melanomas vs nonmalignant 
melanomas. From 1200 sample images, we split the data for training (72%), validation 
(18%), and testing (10%). We compared CNN with image data only (CNN model) vs CNN 
for image data combined with an artificial neural network (ANN) for patient’s metadata 
(CNN+ANN model).
Results: The balanced accuracy for CNN+ANN model was higher (92.34%) than the CNN 
model (73.69%). Combination of the patient’s metadata using ANN prevents the overfitting 
that occurs in the CNN model using dermoscopic images only. This small size (24 MB) of 
this model made it possible to run on a medium class computer without the need of cloud 
computing, suitable for deployment on devices with limited resources.
Conclusion: The CNN+ANN model can increase the accuracy of classification in malignant 
melanoma detection even with limited data and is promising for development as a screening 
device in remote and low resources health care.
Keywords: skin cancer, convolutional neural network, artificial neural network, embedded 
artificial intelligence

Introduction
The global burden of skin cancer, especially in the white-skinned population, of 
which malignant melanoma is the deadliest, accounted for 0.11% of all types of 
death in 2017.1 Early detection of skin cancer is important, more than 99% of 
patients will have five-year survival if the skin cancer is detected early. When 
melanoma is recognized and treated early, it is almost always curable. Melanoma 
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can advance and invade other body parts, where it 
becomes difficult to treat and can be catastrophic. While 
it is not the most common of the skin cancers, it causes the 
most deaths.2

Dermoscopy is a skin imaging modality that has 
reported augmentation for diagnosis of skin cancer in 
contrast to pure visual inspection. However, clinicians 
should be sufficiently trained for those improvements to 
be realized. In order to make expertise more widely avail-
able, the International Skin Imaging Collaboration (ISIC) 
has developed an archive containing dermoscopic images 
for research purposes along with clinical training toward 
automated algorithmic analysis by receiving challenges of 
ISIC.3

Early melanoma detection is feasible by visual inspec-
tion of pigmented dermatologic lesions, treated by malig-
nant tumor simple excision. Nonetheless, owing to the 
scarcity of dermatologists, visual inspection has variable 
accuracy which leads patients to undergo a series of biop-
sies and complicates the management.

Attempts for early diagnosis of melanoma are 
paramount.4 In general, there is evidence that the preva-
lence of in situ and invasive skin cancer increases after the 
implementation of skin cancer screening; thin and thick 
were observed with increasing and decreasing rates, 
respectively.5 Previous studies related to image analysis 
using deep learning in skin cancer detection had been 
drawn to dermatologists’ attention.6–8 The convolutional 
neural network (CNN) is one of the deep learning meth-
ods, which possessed potential for analyzing general and 
highly variable tasks in dermoscopic images, but its imple-
mentation combined with patient’s metadata in the clinical 
setting is still lacking. The implementation of CNN in the 
clinical setting requires high-class cloud computational 
facility such as cloud computing which seems unfeasible 
in low-resource and remote areas of health care.

Therefore, in our study, we aimed to developed artifi-
cial intelligence (AI) model for malignant melanoma 
detection based on dermoscopic images and patient’s 
metadata with relatively small dataset. We want this 
model to work on low resource devices, so the model file 
size needs to be as small as possible.

Materials and Methods
Experimental Dataset
We applied the dataset from open-access dermatology 
repository ISIC archive (www.isic-archive.com). The 

ISIC archive data are made up of melanocytic lesions 
which are confirmed by biopsy and classified either benign 
or malignant. The ISIC archive is the biggest non-private 
skin dermoscopic image dataset accessible, containing 
about 23,906 photographs which are cut off for both qual-
ity and privacy assurance. Lesion diagnosis in dermo-
scopic images are coupled with a definitive diagnosis, 
consist of nevus, melanoma, pigmented benign keratosis, 
basal cell carcinoma, seborrheic keratosis, and others.9

Sample Selection
We selected metadata and the images of “ISIC 2019: 
Training” data are licensed under a Creative Commons 
Attribution-NonCommercial 4.0 International License 
(https://creativecommons.org/licenses/by-nc/4.0/)10 We 
used binary classification to separate melanoma from 
others. Of about 9000 dermoscopic images from ISIC, 
3807 images (both malignant and nonmalignant mela-
noma) were initially downloaded from HAM 10000,11 

MSK-1, MSK-2, MSK-3, and MSK-4 datasets.12 Classes 
are quite unbalanced in this dataset, there are about 90% of 
nonmelanoma images in the dataset, and 10% malignant 
images. Thereafter, 1200 images were randomly selected.

Data Preprocessing
The randomly selected images were cropped to remove 
any sticker, ruler, or hair to avoid any disturbance in the 
model (Figure 1). The images for the training data con-
sisted of 900 (281 malignant, 619 benign), and were 
further split into training (720) and validation (180) during 
model training with a 0:2 ratio. For testing data, 300 
images were used (93 malignant, 207 nonmalignant mela-
noma). Patient’s metadata consist of age, gender, anatomic 
site and location variables. For preprocessing patient’s 
metadata, we use one hot encoder for categorical variables 
(ie anatomy site, location, and gender), and for numerical 
variables (age), we use MinMaxScaler.

Model Construction
We propose a framework that includes two models, CNN 
and a combination of CNN with ANN. This framework 
consists of the first stages, that is, preprocessing of data. 
Then the data is entered into the neural network. The 
different classification algorithms of CNN and ANN are 
combined in order to make the best decision. Figure 2 
shows an overview of the proposed framework.

After images data preprocessing, the dermatologic 
lesions contain only tiny percentage of the view. Thus, 

http://doi.org/10.2147/JMDH.S306284                                                                                                                                                                                                                                 

DovePress                                                                                                                                         

Journal of Multidisciplinary Healthcare 2021:14 878

Ningrum et al                                                                                                                                                        Dovepress

Powered by TCPDF (www.tcpdf.org)

http://www.isic-archive.com
https://creativecommons.org/licenses/by-nc/4.0/
http://www.dovepress.com
http://www.dovepress.com


decreasing the scale of image may cause the lesions to be 
too little to identify. To document this point, the CNN 
model obtain 1200 rectangular image patches randomly 
from the middle of every picture at various scales (1/5, 
2/5, 3/5, and 4/5 of original size), and then reorganized 
them into 300×300 pixels using bilinear interpolation, 
Then, the CNN administer on the fly data augmentation, 
including vertical and horizontal flips, random rotation 
(−10°, +10°), and zoom (90–110% of length and width) 
to boost the dataset.

The architecture and detail of the layer and parameters 
of CNN and CNN+ANN model has been shown in 
Figure 3A and B), respectively. From this architecture, 
we can see the number of layers in each model. In the 
CNN model architecture, we provided input image into 
convolution layer, performed convolution on the image 

and apply an activation to the matrix, performed pooling 
to reduce dimensionality size, feed to neural network, 
flatten the output, and dropped inputs to 0 (zero) randomly 
to reduce overfitting, then output the class using an activa-
tion function and classifies images. In the CNN+ANN 
model, we concatenated the CNN model output with 
ANN input, and combined all the features to fully con-
nected layers, then output the class using an activation 
function and classifies images and patient’s metadata. 
Both models were implemented on Keras application pro-
gram interface with TensorFlow backend, using the R 
programming language, version 1.14.

Evaluation
To assess our proposed deep learning model, we use area 
under the receiver operating characteristic curve 

Figure 1 Dermoscopic image data preprocessing. Original dermoscopic image (left side) obtained from dermatology repository International Skin Imaging Collaboration 
(ISIC) archive (www.isic-archive.com) was cropped and removed the ruler, sticker, or hair (right side) for further analysis.

Figure 2 Schematic representation of experimental methodology. Initially input data is preprocessed to generate the dataset to be employed to further establish a CNN 
model. In parallel, patient metadata variable is also preprocessed to generate dataset for establishing the ANN model. These independent models were further combined to 
assess the impact on accuracy of the prediction between image only data (CNN model) and image plus patient’s metadata (CNN+ANN model).

Journal of Multidisciplinary Healthcare 2021:14                                                                                  http://doi.org/10.2147/JMDH.S306284                                                                                                                                                                                                                       

DovePress                                                                                                                         
879

Dovepress                                                                                                                                                        Ningrum et al

Powered by TCPDF (www.tcpdf.org)

http://www.isic-archive.com
http://www.dovepress.com
http://www.dovepress.com


(AUROC), accuracy, balanced accuracy, sensitivity, speci-
ficity, as performance metrics, which are defined as follow:

Accuracy ¼
TPþ TN

TPþ FNþ TNþ FP
(1) 

Balanced Accuracy ¼
TPRþ TNR

2
(2) 

Sensitivity ¼
TP

TPþ FN
; Specificity ¼

TN
TNþ FP

(3) 

where TP is the number of true positive, TN is the number 
of true negative, FP is the number of false positive, and FN 
is the number of false negative. TPR and TNR stands for 
true positive rate and true negative rate, respectively. 
AUROC is the optimal cutoff risk score threshold which, 

identified at both sensitivity and specificity, were maxi-
mized. Accuracy is the amount of data that is correctly 
predicted from all the data. Balanced accuracy is a para-
meter used to evaluate how well a binary classifier is, 
especially useful when a class is unbalanced (one class 
appears more often than another). The F1 score is the 
harmonic mean of precision and recall, if a model gets 
the highest score of 1.0, it means perfect precision and 
recall.

Results
The mean (SD) age in the malignant melanoma group 
was 62.6 (17.10) years, much older than the mean (SD) 
age among nonmalignant melanoma that was 17.5 
(11.20) years. The distribution of age between 

Figure 3 Model architecture. CNN model architecture (A) and CNN+ANN model architecture (B) showed the flow inside the model (printed from TensorFlow 1.14).
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malignant and nonmalignant melanoma were signifi-
cantly different (p-value <0.01) (Table 1). Male is the 
dominant gender both in malignant and nonmalignant 

patients, and there is no significant difference between 
both groups.

Training loss, validation loss, training accuracy, valida-
tion accuracy and epochs are the important parameters to 
diagnose learning model problems. The error on the train-
ing set is defined as training loss; whereas the validation 
loss is an error followed by running the validation set via 
previously trained CNN. Therefore, in our study, we deter-
mined these parameters of the CNN and CNN+ANN, 
which have been represented as a model learning curve 
(Figure 4). The network model has been trained for 200 
Epochs since extra training showed no decrease in valida-
tion loss. The CNN model (Figure 4A) demonstrated an 
overfitting due to the large gap between training and 
validation as well as loss and accuracy. The training loss 
diminished after every epoch, indicating the learning abil-
ity of the CNN model in recognizing specific images 
through the training set. However, the validation loss 
increased after every epoch, implying that training data 
does not fit into validation, and this model could not be 
satisfactorily generalized on the validation set. Further, the 
ANN+CNN model (Figure 4B) demonstrates a decrease in 
training and validation loss with increase in number of 
epochs. The minimum gap between training and validation 
both in loss and accuracy was also revealed. This curve 
indicates that the ANN+CNN model is less overfitting than 
the CNN model with improved learning optimization and 
performance.

Model accuracy is measured by AUROC, which has 
been represented for CNN and CNN+ANN model in 
Figure 5. ROC curve is a graph that plots the true positive 

Table 1 Distribution of Patient’s Metadata

Variables Malignant 
Melanoma 

(n=374)

Nonmalignant 
Melanoma 

(n=826)

p-value

Age, mean, (±SD), year 62.6 (±17.10) 17.5 (±11.20) <0.01

Gender, n (%) 0.38

Female 127 (33.96) 300 (36.32)

Male 213 (56.95) 443 (53.63)

Unknown/missing 34 (9.09) 83 (10.5)

Anatomy site, n (%) 0.01

Lower extremity 54 (14.44) 166 (20.10)

Posterior torso 48 (12.83) 198 (23.97)

Anterior torso 34 (9.09) 130 (15.74)

Upper extremity 28 (7.49) 138 (16.71)

Head/neck 21 (5.61) 92 (11.14)

Lateral torso 2 (0.53) 11 (1.33)

Other (7 sites) 0 (0.00) 82 (9.93)

Unknown/missing 187 (50.00) 9 (1.09)

Location, n (%) 0.09

Back 45 (12.03) 132 (15.98)

Lower extremity 28 (7.49) 98 (11.86)

Trunk 14 (3.74) 69 (8.35)

Abdomen 13 (3.48) 71 (8.60)

Chest 11 (2.94) 19 (2.30)

Face 9 (2.41) 38 (4.60)

Upper extremity 9 (2.41) 36 (4.36)

Foot 6 (1.60) 15 (1.82)

Lower limb 6 (1.60) 10 (1.21)

Other (139 locations) 53 (14.17) 330 (39.95)

Unknown/missing 180 (48.13) 8 (0.97)

Figure 4 Mode learning curve. Based on loss and accuracy curve of training and validation vs epoch in each model, the learning optimization and performance of the CNN 
+ANN model (B) has improved more than the CNN model (A). The loss and accuracy of the CNN+ANN model (B) shows that the model is more representative and less 
overfitting than the CNN model (A).
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rate (y-axis) against the false positive rate (x-axis) based 
on the variation in the threshold for assigning observations 
to a particular class, which functions to summarize the 
performance of the classifier across all possible thresholds. 
The results show a higher AUC (97.1%) of the CNN 
+ANN model compared to CNN (82.4%), which indicate 
its greater accuracy.

The label distributions of CNN and CNN+ANN mod-
els are shown in Figure 6. The output of the model is 
described as T-distributed stochastic neighbor embedding 
(t-SNE) two-dimensional plot. Prediction results of the 
CNN model show that the malignant melanomas are 
mostly located on the same area of benign melanomas. 
Otherwise, prediction results of CNN+ANN shows fewer 
malignant melanomas found on benign melanomas area. 

This indicates that the malignant melanoma tends to be 
classified better in the CNN+ANN model than in CNN 
model.

Confusion matrix is a contingency table with two 
dimensions, namely actual and predictive, in each of 
these dimensions there is a collection of identical classes, 
so that each dimension and class combination is a variable 
in the contingency table. This table serves to visualize 
algorithm performance, to see if the system is confused 
or has mislabeled one another. The details of the CNN 
model and CNN+ANN model confusion matrix are shown 
in Tables 2 and 3, respectively. Table 2 shows that there 
were many misclassifications of nonmalignant melanoma 
in the CNN model, but most of these misclassifications 
were corrected in the CNN+ANN model (Table 3).

Based on Table 4, the CNN model, with only image 
input information, yields an AUROC of 82.40%. 
Meanwhile, the CNN+ANN model with a combination 
of image and patient’s metadata reaches an AUROC of 
97.10%. The CNN+ANN model also achieved a recall 
(sensitivity) of 87.10% at a precision (positive predictive 
value) of 94.19%. The accuracy reaches 94.33% and the 
balanced accuracy is 92.34%. The CNN+ANN model 
shows higher performance over the CNN model.

The final model file size is 25.4 MB (MB), relatively 
small to be loaded and run from any computer (with CPU 
Core I3 class or even lower, without discreet GPU/TPU or 
neural engine). It can be reduced further by the 
TensorFlow optimization toolkit for an on-device deploy-
ment as a fully offline classifier application.

Figure 5 Area under the receiver operating characteristic curve (AUROC). The 
CNN+ANN model (red line) outperforms the CNN model (blue line).

Figure 6 T-distributed stochastic neighbor embedding (t-SNE) plot to describe label distribution of malignant melanoma in the CNN model (A) and the CNN+ ANN model 
(B). The malignant melanoma tends to be classified better in the CNN+ANN model (B) than in the CNN model (A). One datum with malignant melanoma represented by 
one orange dot, one datum with nonmalignant melanoma represented by one blue dot.
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Discussion
Detection of abnormality in medical images is the process 
of identification of some diseases such as cancer. In the 
past, clinicians detected these abnormalities depending on 
time-consuming human labor effort. Therefore, develop-
ment of an automatic system used to detect abnormality is 
urgently needed. Different methods are proposed for 
abnormality detection in medical images. For example, 
magnetic resonance imaging of brain split fusion (ie, 
potential field segmentation) is used to detect tumors.13

In general, a computer-aided diagnosis (CAD) system is 
widely used to assist radiologists and clinicians on diagnosis 
of medical images. The CAD system is established on med-
ical image processing, machine learning, and computer 
vision algorithms. A typical CAD system involves the fol-
lowing stages: preprocessing, feature extraction, feature 
selection, and classification.14 Deep learning is a tool for 
machine learning on multiple linear processing units and 

nonlinear processing units which abstracted from the data.15 

There are many well-known deep learning technique appli-
cations such as autoencoders, stacked autoencoders, 
restricted Boltzmann machines (RBMs), deep belief net-
works (DBNs) and deep CNNs. Lately, the CNN method 
has been applied widely in medical image analysis as well as 
vision systems.16–18 However, there are few studies consid-
ered to combine dermoscopic images and patient’s metadata 
as training data under CNN-based methods. In this study, we 
also successfully demonstrate an application of a CNN 
+ANN model which combined dermoscopic images and 
patient’s metadata to detect malignant melanoma.

In spite of the ability of deep learning methods with higher 
performance, there are several limitations which restrain 
implementation in clinical practice. Deep learning architec-
ture needs substantial training data and computing power. 
Shortage of computing power causes more training network 
time which depends on the magnitude of the training data 
inputted. For example, CNNs unusually involve a difficult 
task which takes priority of labeling data for supervised 
learning and manual labeling of medical images. These lim-
itations may be overcome by a stronger facility including 
increased computing power, data storage facilities enhance-
ment, digital storage medical images upgrade, and improve-
ment of the deep network architecture. The application of 
deep learning in diagnostic imaging analysis also had the 
same criticism as black box problem in artificial intelligence 
in which inputs and outputs are known, but the internal 
representations are not clarified. Applications are also altered 
by noise and brightness issues fundamental to the medical 
images.19 We use preprocessing steps to remove the noise in 
order to ameliorate the performance. We also reduced the 
number of training data to hundreds instead of thousands and 
resized the training input to 64x64 pixels to lower the com-
puter capability requirements, and finally include the meta-
data into the training process to improve the learning 
progress.

Compared with the previous studies,20–25 our result has a 
similar high performance even though we used less dataset, 
unbalanced data which was closer to the clinical setting 

Table 2 Confusion Matrix CNN

Predicted Labels Total

Nonmalignant 
Melanoma

Malignant 
Melanoma

True 

Labels

Nonmalignant 

Melanoma

196 11 207

Malignant 

Melanoma

44 49 93

Total 240 60 300

Table 3 Confusion Matrix CNN+ANN

Predicted Labels Total

Nonmalignant 
Melanoma

Malignant 
Melanoma

True 

Labels

Nonmalignant 

Melanoma

202 5 207

Malignant 

Melanoma

12 81 93

Total 214 86 300

Table 4 Malignant Melanomas Detection Result Using CNN Model and CNN+ANN Model

Model Data 
Set

Number of 
Malignant 

Melanomas

TP FP FN Precision (%) Recall (%) Accuracy (%) Balanced 
Accuracy (%)

F1 AUROC (%)

CNN 300 93 49 11 44 81.67 52.69 81.67 73.69 64.05 82.40

CNN+ANN 300 93 81 5 12 94.19 87.10 94.33 92.34 90.50 97.10
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implementation, lower size and no need of high computa-
tional devices. This model will be useful for screening, early 
detection for patients in low-resource and remote area health 
care. A limitation of our study is that it required manual 
cropping. In future research we will optimize smaller size 
mode further by utilizing TensorFlow optimization kit if 
needed and develop the application from image cropping 
until prediction in mobile phone/low computational devices.

Conclusion
The CNN+ANN model outperformed the CNN model 
with only dermoscopic images. The CNN+ANN model 
combination of dermoscopic images and patient’s meta-
data can increase the accuracy of classification in malig-
nant melanoma detection even with limited data and 
prevent the overfitting that happened in the CNN model 
with only dermoscopic images.
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