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Abstract: Cancer is a leading cause of morbidity and mortality worldwide. While progress has been made in the diagnosis, 
prognosis, and treatment of cancer patients, individualized and data-driven care remains a challenge. Artificial intelligence 
(AI), which is used to predict and automate many cancers, has emerged as a promising option for improving healthcare 
accuracy and patient outcomes. AI applications in oncology include risk assessment, early diagnosis, patient prognosis 
estimation, and treatment selection based on deep knowledge. Machine learning (ML), a subset of AI that enables computers 
to learn from training data, has been highly effective at predicting various types of cancer, including breast, brain, lung, liver, 
and prostate cancer. In fact, AI and ML have demonstrated greater accuracy in predicting cancer than clinicians. These 
technologies also have the potential to improve the diagnosis, prognosis, and quality of life of patients with various illnesses, 
not just cancer. Therefore, it is important to improve current AI and ML technologies and to develop new programs to benefit 
patients. This article examines the use of AI and ML algorithms in cancer prediction, including their current applications, 
limitations, and future prospects. 
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Introduction
Cancer is a significant public health issue globally, marked by an elevated incidence and mortality rate.1 According to the 
GLOBOCAN 2020 database, approximately 19.3 million new cases and 10 million deaths have been reported annually.2 Lung 
cancer remains the most common cause of cancer-related mortality, with expected 1.8 million fatalities, followed by stomach, 
liver, colorectal, and breast cancer.2 The prevention and treatment of cancer remain difficult.3 After heart disease, cancer remains 
the second leading cause of death in the United States. In 2023, there are projected to be 1.9 million new cancer cases (equivalent 
to around 5370 cases per day) and 609,820 deaths from cancer (equivalent to around 1670 deaths per day) in the US. The 
International Agency for Research on Cancer (IARC) has released a poster on known causes and prevention by organ site of 
human cancer. A description of known causes and prevention by organ site is provided in Figure S1.

The “Global Cancer Observatory” reports indicate that on a global scale, 37 individuals are diagnosed with cancer 
and over 19 individuals succumb to the disease every minute. Figure 1A shows the number of new cases in 2020 and 
Figure 1B shows the number of deaths in 2020 due to all cancers.

However, the introduction of machine learning and artificial intelligence positively supports cancer prevention 
and management.5 Artificial intelligence is commonly defined as a set of computer-coded programs or algorithms 
that use data analysis and pre-programmed instructions to make predictions and decisions about various aspects of 
a disease. Machine learning is a specialized field within AI that refers to a group of algorithms designed to 
automatically learn and improve from experience. In other words, machine learning is an AI subset that focuses 
on developing algorithms capable of learning from data and refining their performance over time.6,7 Deep 
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Learning is a subfield of “Machine Learning” that employs neural network-based models to imitate the human 
brain’s capacity to analyze huge amounts of complicated data in areas such as language processing, drug 
discovery, and image recognition.8 An overview of AI, ML, and DL is provided in Figure 2.9

All of these computer algorithms use data such as investigations performed, scans conducted, patients’ medical 
histories, and other information to forecast or diagnose a cancerous condition. During surgical procedures, the use 

Figure 1 The number of new cancer cases reported in 2020 and the number of deaths caused by these cancers. (A). Estimated number of new cases worldwide in 2020 
among both sexes. (B) Estimated number of deaths worldwide in 2020 among both sexes. Reprinted from World Health Organization. © International Agency for Research 
on Cancer, 2020. Cancer Today. Available from:https://gco.iarc.fr/today/online-analysis-pie?v=2020&mode=cancer&mode_population=continents&population=900&popula 
tions=900&key=total&sex=0&cancer=39&type=0&statistic=5&prevalence=0&population_group=0&ages_group%5B%5D=0&ages_group%5B%5D=17&nb_items=7&group_ 
cancer=1&include_nmsc=1&include_nmsc_other=1&half_pie=0&donut=0. [Accessed June 20, 2023].4
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of cutting-edge imaging technology and artificial intelligence (AI) has enabled the real-time detection and 
diagnosis of brain tumors.10 Moreover, this approach demonstrated an exceptional ability to differentiate between 
malignant and normal tissue by accurately identifying cancerous tissue. The use of artificial intelligence (AI) to 
analyze the expression of specific genes enabled successful classification of cancer based on their activity levels, 
distinguishing between active, hyperactive, and quiet genes in both malignant and normal tissue.11 Similarly, 
machine learning algorithms have been applied to identify mismatch repair deficit (dMMR) in colorectal 
screening.12,13

AI techniques such as CS-SVM have been used on liver cancer rehabilitation groups and discovered that it can predict 
the timing and site of cancer recurrence.14 Studies have also reported that different ML and AI techniques serve as 
models for global practices allowing big data and cognition-capable computers to aid cancer research specialists in 
revolutionizing medicine by performing multifaceted tasks to improve clinical workflow, diagnostic accuracy, reduce 
human resource cost, increase efficiency of data, and enhance treatment.15,16 Therefore, researchers are increasingly 
discussing the use of AI and ML for cancer prognosis, diagnosis, and rehabilitation; assessing the broad scope, 
development, and accomplishments may serve as a benchmark for future studies and applications of breakthrough 
technology.17

Although AI has been quickly integrated into cancer research, artificial intelligence-based solutions are still in their 
early stages. Only a few applications based on AI have been authorized for usage in the real world, such as in drug firms, 
hospitals, and so on. It is still a matter of debate whether AI can replace medical practitioners as professionals.

Much of the popular discourse on artificial intelligence centers on AI’s use in cancer clinical research. As a result, 
research into AI technologies has accelerated and achieved performance similar to that of human biological experts. 
Moreover, AI will provide human decision-makers with more knowledge and may become an integral part of the health- 
care team. Figure 3 shows schematic representation of machine learning representative fields of health-care services. This 
article presents an introduction to AI and ML in cancer clinical research including its prediction, prognosis, and 
limitations.

Figure 2 (a) The concept of the AI, ML and DL. (b) Timescale of major breakthrough (c). Schematic of workflow of ML and (d). of DL. 
Notes: Reprinted from Cancer Letters, 471, Huang S, Yang J, Fong S, Zhao Q. Artificial intelligence in cancer diagnosis and prognosis: Opportunities and challenges. 61–71, 
Copyright (2020), with permission from Elsevier.9
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Machine Learning- An Introduction
Machine Learning (ML) is a subfield of artificial intelligence (AL) that allows computers to “learn” from training data 
and enhance their performance with time without being supervised learning.18 Machine learning can recognize patterns in 
data and obtain information from them in order to develop their own predictions.19 Generally, machine learning models 
and algorithms acquire knowledge through experience. These models and algorithms retrieve patterns in data and link 
those patterns to compact classes of samples in the data.20 For example, given a set of features discussing a person, an 
ML model with experience can predict whether that person is ill or healthy; given a set of parameters describing an 
animal, an ML model predicts whether that animal is being treated or under control; or given a set of features describing 
molecules, an ML model predicts whether those molecules are likely to interact or not. Such patterns may also be 
discovered using ML methods in an agnostic way, that is, without knowledge of the classes. These techniques are 
referred to as supervised and unsupervised machine learning, respectively.21 Reinforcement learning is a third form of 
ML that looks for a series of actions that help achieve a certain objective. All of these techniques are gaining popularity 
in biomedical research across a wide range of disciplines, including treatment outcome prediction, drug development, 
medical imaging analysis, patient stratification, molecular interactions, and many more.21

Furthermore, researchers describe ML as an academic field of study that incorporates computer science, statistics, and 
mathematics. Machine learning is the fundamental engine that is driving the development of artificial intelligence 
forward.22 It is remarkably being used in both business and academia to promote the creation of “intelligent products” 
that can generate accurate predictions from varied data sources.23 To date, the primary benefactors of the twenty-first- 
century surge in the availability of big data, data science, and machine learning have been companies that were able to 

Figure 3 Machine learning representative fields of health care services.
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acquire these data and pay the required personnel to transform their products. The learning methods created in and for 
these businesses have the potential to significantly improve clinical treatment and medical research, particularly as more 
and more providers adopt electronic health records. For example, the medical sector may benefit from the deployment of 
machine learning techniques in the areas of diagnostics and outcome prediction using electronic health records. This 
includes the prospect of identifying those at high risk for medical problems such as relapse or progression to a different 
illness state. Recently, ML algorithms have been used successfully in prognosis of skin cancer with equivalent accuracy 
to a skilled dermatologist,24 and to predict the development of pre-diabetes type 2 diabetes using routinely obtained 
electronic health record data of the patients.25 In medical sciences, one of the biggest advantages of using machine 
learning is that it is an automated technique that lets robots solve issues with minimal or no human input and respond 
based on previous observations.

An Introduction to AI in the Medical Field
In healthcare, artificial intelligence refers to the use of software, or “machine-learning algorithms” to simulate human 
“cognition” in the examination, presentation, and understanding of complicated health and medical care data.26 In 
particular, artificial intelligence can provide results based on input data alone. The basic objective of AI applications in 
the field of health care is to examine associations between patient outcomes and clinical procedures. But what 
differentiates artificial intelligence from previous traditional methods is its ability to collect data, process it, interpret 
it, and provide a definite output.27 This is accomplished by AI using deep learning methods and machine learning 
techniques. These systems can identify behavioral patterns and generate their own reasoning. Currently, AI-based 
information is being used in diagnostic procedures, medication development, customized medicine, patient monitoring, 
and treatment protocol formation.28

For example, it is being used in precisely identifying and risk-stratifying individuals with “coronary artery disease.” 
In terms of diagnostic accuracy of coronary artery disease, artificial intelligence algorithms have demonstrated potential 
as an early triage tool.29 Several aspects of gastroenterology are also taking advantage of the use of AI. For instance, 
endoscopic examinations, including colonoscopies and esophagogastroduodenoscopies rely on the quick diagnosis of 
abnormal tissue. Researchers are now believing that by incorporating AI into these endoscopic procedures, practitioners 
may diagnose illnesses, estimate their severity, and view blind regions more quickly.30

Additionally, AI has demonstrated great potential in the clinical and laboratory settings of “infectious disease 
medicine.”31 As the novel coronavirus infests the world, the United States is expected to spend more than $2 billion 
in AI-linked research studies by 2025, quadrupling the amount spent in 2019 ($463 million).32 AI-based Neural networks 
have been introduced to quickly and precisely identify a host response to Coronavirus on the basis of mass spectrometry 
samples. Other uses of AI in infectious diseases include “support-vector machines” for discovering antibiotic resistance, 
ML investigation of blood smears for malaria diagnosis, and enhanced point-of-care diagnostics for Lyme disease on the 
basis of antigen detection. AI has also been studied for refining the diagnosis of tuberculosis, meningitis, and sepsis for 
predicting treatment problems in hepatitis C and B patients.31

Uses of Machine Learning in Cancer Prediction
The ability to accurately predict which treatment regimens are best suited for each patient based on their distinct 
molecular, genetic, and tumor-based features is a challenging task in oncologic care that AI is intended to solve.33 To 
assess whether AI and its subfield including machine learning can help in oncology care, a large number of studies 
investigated the applications of AI in cancer risk stratification, diagnoses, cancer medication development, and molecular 
tumor characterization.34–36 According to these researches, ML can help in cancer prediction and diagnosis by analyzing 
pathology profiles, imaging studies, and its ability to convert pictures to “mathematical sequences.” In January 2020, 
researchers developed an artificial intelligence system based on a “Google DeepMind algorithm” capable of outperform-
ing human “breast cancer” detection specialists.36,37 In July 2020, the University of Pittsburgh developed an AI system- 
based machine learning technique with the highest accuracy in diagnosing prostate cancer, with a specificity of 98% and 
sensitivity of 98%.38 A very recent study used an improved ViT (Vision Transformer) architecture, which they called 
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ViT-Patch, is validated on a publicly available dataset, and the results of the experiments reveal that it is effective for 
both malignant detection and tumor localization.39

A study used machine learning techniques to classify data relevant to cancer and generated a diagnosis for breast 
cancer.40 In this study, different classification techniques were examined and applied to certain feature subsets, including 
support vector machine classifiers, probabilistic neural networks, and K-nearest neighbors. Support vector machine 
classifier models showed the maximum overall accuracy for the diagnosis of breast cancer. Rana et al used machine 
learning classification algorithms, which use stored historical data to learn from and forecast new input categories, benign 
and malignant tumors.41 According to this study, the random forest model demonstrated the highest accuracy of 96% to 
detect different cancers. This study served as the foundation for a thorough understanding of the random forest model and 
served as the basis for the suggested AI system’s implementation.

Observational research compared the accuracy of the support vector machine, artificial neural networks (ANN), Naive 
Bayes classifier, and AdaBoost tree to identify a potent model for breast cancer prediction.42 Principal component 
analysis was used to reduce dimensionality. The study found that, when compared to techniques like decision trees, 
regression trees, and so on, artificial neural network (ANN) was found to be the most popular one. The ANN method 
offered a reliable approach to making real-time predictions and prognoses.

Pulse-Coupled Neural Networks have been utilized in the field especially for image processing.43 A survey inves-
tigated the disadvantages and advantages of various neural network designs. According to the survey, multilayer auto- 
encoders probabilistic and neural networks both delivered a 96% accuracy for a given cancer dataset.44 On the basis of 
the Wisconsin Diagnostic Breast Cancer dataset, the research examined a variety of machine learning techniques, 
including support vector machines, linear regression, multilayer perceptron, and SoftMax regression. The results 
demonstrated that all of the machine language algorithms given completed the classification job successfully and with 
high test accuracy in the prediction of cancer. This study also proposed that more accurate feature selection techniques, 
which were used in the proposed model, can increase prediction accuracy.45

Use of AI in Cancer Prediction
Over the past few decades, caregivers from all fields, from experts to paramedics, have been inquired to predict cancer 
prognoses based on their professional experience. Clinicians realize the need to use AI innovations such as DL and ML 
as a result of the emergence of the digital data era.9 They believe that due to the complex and vast nature of statistical 
analysis it is difficult to anticipate how cancer will progress.6 Health-care experts are also concerned about the risk that 
a patient may contract a disease, can have a tumor recurrence after treatment, or die. These considerations have 
a substantial influence on treatment options and results. In reality, a large body of evidence on clinical cancer is 
concerned with predicting patient response to therapy or establishing prognosis. Patients with more accurate prognoses 
can get more effective therapies; in fact, these treatment options typically include personalizing or individualizing care 
for each patient. AI can evaluate and understand “multi-factor” data from several patient assessments and provide more 
precise information about the patient survival, prognosis, and disease progression predictions in order to predict cancer.9 

Enshaei et al evaluated many strategies, integrating classifiers with traditional logistic regression analytic techniques to 
demonstrate that AI has a role in providing forecasting and predicting information to ovarian cancer patients.46

Algorithms based on artificial intelligence have been shown to be capable of analyzing unstructured data and 
correctly estimating the likelihood of patients getting different illnesses, including cancer.47 Accurately, agnostic AI 
algorithms can improve risk stratification criteria and influence cancer screening recommendation outcomes.48–52 For 
instance, an artificial “neural network model” for “colorectal cancer risk stratification” demonstrated the highest accuracy 
than “current screening guidelines.49

These AI algorithms might be used for a whole population. These algorithms can benefit those people who are at high 
risk of developing cancer or High-risk persons who are not covered in the existing screening criteria. Although traditional 
screening procedures for individuals with “early-onset sporadic colorectal cancer” are restricted, patients can benefit from 
the rigorous risk-based screening guidelines.49

For tumors without an established screening method that is primarily asymptomatic in their first stages, individualized 
risk prediction might assist in early detection and perhaps increase treatment rates. For instance, an “artificial neural 
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network model” for predicting “pancreatic cancer” risk has attained an area under the “receiver operating characteristic 
curve” of 85%.53 In low-resource settings, individualized risk calculation algorithms can assist prioritize “screening for 
high-risk” people.

Which Types of Cancer are Easily Predicted?
Cancer is a genetic disorder and several types of cancers have been identified;54,55 therefore, it is no surprise that AI 
advancements have helped oncology in particular. For example, “DNA methylation analysis” in cancer has been shown 
to be useful for cancer categorization and prognosis.56 The “machine-determined DNA methylation” technique can 
reclassify more than 70% of human-labeled cancers, potentially leading to dramatically altered prognosis and therapy 
options.57 In a research MethylationEPIC (850 k) and Illumina HumanMethylation450 showed the highest 93% 
accuracy in categorizing 82 kinds of “brain tumors.”58 The authors’ reported the highest accuracy even greater than 
pathologists.

Deep Learning technique is effective in different industries and is used to detect a variety of chronic conditions and 
aid clinicians in making medical decisions.59 According to a review, the deep learning algorithm was able to classify five 
different forms of cancer, including prostate and colon adenocarcinoma, breast invasive carcinoma, kidney renal clear 
cell carcinoma (KIRC), and lung adenocarcinoma (LUAD).60

Dwivedi et al used microarray gene expression patterns to propose a system61 of supervised machine-learning 
approaches for differentiating acute lymphoblastic leukemia from acute myeloid leukemia. This classification was 
achieved using an “artificial neural network” (ANN).62 In 2020, Gupta et al predicted prostate cancer using multi- 
layer perceptrons and discovered multiple data-balancing procedures.63 Another recent study in 2021 using ANN 
predicted mesothelioma with 96% accuracy and provided a method for classifying cancer depending on gene expression 
data.64 In these studies, the logarithmic transformation was used to preprocess gene expression data in order to lessen the 
classification’s complexity, while the Bhattacharya distance was used to identify the most informative genes. In another 
research, An ML technique predicted blood and colon cancer on the basis of gene expression with a detection rate of 
0.9666 and an accuracy of 0.9534.65

Using machine learning (ML), researchers achieved a 97% accuracy rate in diagnosing two common types of lung 
cancer by analyzing tissue sample slides. The algorithm studied cancer tissue imaging and detected genetic changes 
associated with the disease. It successfully distinguished between normal lung tissue and the two most prevalent types of 
lung cancer, adenocarcinomas, and squamous cell carcinomas, which are often challenging to differentiate even for 
experienced pathologists due to their distinct cell origins and different treatment requirements.66

Recently, a technique called radiomics has been introduced, a part of “Deep learning” techniques that can be 
“applied” to medical images in order to obtain a huge number of features that are invisible by humans and perhaps 
reveal disease-related patterns and characteristics.67 In medical field, radiomics is the study of these characteristics, and 
there is a rising interest in merging them with clinical genomic data.68 Radiomic techniques can inform models that 
accurately anticipate the treatment effectiveness or adverse effects of cancer therapy. Radiomics was found to be useful in 
predicting three different types of cancer such as lung, brain, and liver cancer69,70 Additionally, deep learning exploiting 
radiomic brain features MRI can distinguish between brain gliomas and brain metastases with the same accuracy as 
expert neuroradiologists.71

Currently, Al-based “cancer survival prediction” has been introduced for numerous cancer types, such as lung, 
prostate, and breast carcinomas.72–74 The survival prediction accuracy of AI-based systems is superior to that of 
conventional analytic methodologies.75 This could be due to their greater accuracy for variables having nonlinear 
relationships, making them more applicable to real-world situations. Predicting cancer survival can assist in 
customizing treatment plans. For patients at high risk, treatment planning can be strengthened, while therapies 
with limited effect can be avoided.72 Moreover, AI models can predict the risk of illness recurrence following 
a therapeutic option. The applications of AI for the prediction of cancer recurrence have demonstrated greater 
accuracy than standard statistical models,76,77 which will further facilitate the optimization of clinical follow-up 
plans.
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Limitations
The use of artificially intelligent systems in any industry, including healthcare, has its limitations and obstacles. The 
moment has come to shift our perspective from being reactive to proactive in the face of emerging technology flaws. 
Here, we address various limitations of AI and machine learning with an emphasis on those that are particularly relevant 
to healthcare.

Data Privacy
Data accessibility and data gathering is the first step in developing an artificially intelligent system after problem 
selection and solution approach development. For the creation of effective models, it is necessary to have access to 
a large quantity of high-quality data. Due to patient privacy concerns and data breaches by prominent organizations, the 
issue of data collection is still in controversy. For example, patient confidentiality restricts the availability of data, which 
in turn limits model training; hence, a model’s full potential is not explored.

Fragmented Data
Another limitation of the deployment of artificial intelligence is that models that one organization designs and deploys for 
a specific job such as natural language processing, regression, classification, clustering, NLP cannot be effortlessly 
transferred to another organization for immediate use without recalculation. Due to privacy issues, data sharing between 
health-care organizations is frequently inaccessible or restricted, resulting in fragmented data that reduces the model’s 
dependability.78 A group of researchers have described a four-tier model; access, transitions, quality, and socioeconomic/ 
environmental impact, which offers a pragmatic framework to establish measurements that may be helpful to advance 
equity for both the patients and the staff of the health-care provider organization.79 The use of blockchain technology in 
healthcare may help in reducing fragmentation.80 Data silos is another problem facing by the ML in health care. 
Researchers found that using mobile phones apps may help in data silos,81 while others focused on cloud 
computing.82 Similarly, the application of FAIR principles (Findable, Accessible, Interoperable, and Reusable) in health 
research data is a hot topic of the day. There have been several research groups working this aspects.83 The European 
Union has released a special project.84 An editorial has been published which is based on the challenges of the effectual 
implementation of FAIR Principles in biomedical research.85 Similarly, a Hybrid Hierarchical K-means (HHK) clustering 
machine learning algorithm was applied to group the data into homogeneous subgroups and ascertain the underlying 
structure of the data using a Nigerian-based FAIR dataset. The data contained economic factors, health-care facilities, and 
coronavirus occurrences in all the 36 states of the country. The model successfully interpreted the research data and it 
was obvious that the ML pipeline can be FAIRified, shared, and reused by implementing the proposed FAIRification 
workflow and the technical architecture.86

Knowledge Graphs
A knowledge Graph (KG) is a structured representation of facts that defines a set of interconnected entity descriptions, 
relationships, and entity semantic descriptions.87 Stokman FN and de Vries PH first proposed the concept of organized 
knowledge in a graph in 198888, and it gained popularity in 2012 after being used in Google’s search engine. 
A Knowledge Graph is generally defined as “A multi-relational graph composed of entities as nodes and relations as 
different types of edges.”89 Besides its uses in other data sciences and social sciences,90 the knowledge graphs have been 
used in medical field and health-care science. Traditional graphs and networks used for biomedical data integration only 
contain one type of relation (eg, interactions between proteins), whereas the Knowledge Graphs provides diverse 
information, including multiple entities (eg, proteins, targets, and drugs) and multiple types of relations (eg, interactions 
between drugs or drug-target pairs).91 Complex relations between entities in biological systems can be easily modeled by 
a Knowledge Graphs.92 The knowledge graph-based works that instrument drug repurposing and hostile drug reaction 
projection for drug discovery has been reviewed somewhere else.93 A knowledge graph-based approach was used in 
organizing cancer registry data. This knowledge graph approach semantically augments the data, and easily enables 
linking with third-party data, which can help explain variation in cancer incidence patterns, disparities, and outcomes.94 
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Another team have used the knowledge graphs based approach to discover unobvious genes that drive drug resistance in 
lung cancer.95 Medical Knowledge Graph Deep Learning for cancer phenotyping has been established.96

Scale
The volume of data created by and about patients is expanding exponentially and is becoming increasingly challenging to 
manage within the necessary timeframes for therapeutic usefulness. Patient data are being generated at a rate that is 
beyond our capacity to collect and analyze them.97 However, what may be more troublesome is the fact that practically 
all medical data are unavailable for analysis, regardless of how many are generated. Medical imaging systems are 
exclusive and prohibit interaction with other systems, rendering the information they contain relatively useless and 
incapable of being used for machine learning.

Data Normalization
The initial step in data analysis is the processing of a specified data set beforehand (s). Combining several datasets 
requires feature selection, noise filtering, and normalization. Merging various data sets necessitates normalization to 
reduce bias while studying the resulting data set. The pattern recognition method is the selection of defined features 
important to the effectiveness of classification and regression. Integrating data obtained from many types of “omics” and 
assorted information sources to foresee clinical conclusions and biomarkers is an additional significant problem in 
precision oncology.98

Complicated Data
Due to the complexity of the mathematical methods used, Artificial Intelligence systems have a reputation for being 
black boxes. Models should be made more accessible and easier to interpret. While there has been significant effort in 
this area, there is still a need for improvement.99

What are the Future Prospects?
As soon as obstacles are resolved and “AI algorithms” are confirmed by future research, AI-based models will be 
integrated into all aspects of healthcare. In the coming years, “oncology AI applications” will be realized through “data 
intelligence”, a better knowledge of tumors, more accurate therapy alternatives, and enhanced “decision-making 
processes.” The field of Oncology will become a more specialized field, and individuals will receive treatment more 
frequently than ever.

Additionally, risk assessment tools integrated into smartphone applications will give the general public an immediate 
cancer risk estimate. The provision of high-risk estimates can drive patients to receive medical help and comply with 
medical advice. In addition, risk reduction estimates might drive individuals to adopt healthier behaviors, such as 
stopping smoking or being physically active. Algorithms will assist physicians in determining whether to refer people 
to high-complexity healthcare centers in a primary care setting. Algorithm integration with EHR systems can help health- 
care facilities by providing an alternative for improved resource allocation based on the information of the individual 
subgroups with a greater risk of cancer growth or cancer-related consequences.100

The advent of ChatGPT by OpenAI has been recognized for its expansive knowledge of varied subjects. It is a Large 
Language Model that has become the fastest growing consumer application. Researchers found that ChatGPT has the 
potential to revolutionize the field of colorectal surgery by providing personalized and precise medical information, 
reducing errors and complications, and improving patient outcomes.101 Besides, the neuro-oncology was taken as an 
example to study the ChatGPT responses.102 A quick analysis of radiographic imaging and predictive outcome based on 
tumor genomics are some of the possible aspects where ChatGPT may help the physicians in diagnostic processing.

Conclusion
AI-ML has flourished in this era due to the technical advances of the time. Previously, these novel innovations were 
exclusively used for non-medical purposes, but they are now starting to be implemented for the improvement of 
healthcare around the world. AI and ML have a substantial impact on healthcare and will continue to reshape this 
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field. The potential in the field of oncology is tremendous and has applications in almost every aspect of cancer research 
including, diagnosis, prognosis, and treatment.

Cancer, one of the life-threatening diseases, may soon have a treatment, but as prevention is preferable to treatment, 
early and rapid detection, cancer prediction, and disease prognosis prediction are vital. In this article, the most recent 
deep learning, ML, and AI developments are discussed. Incorporating DL, ML, and AI into many types of cancer 
prognosis, diagnosis and prediction may one day result in a more effective treatment for cancer. It has the potential to 
improve the quality of hospital environments for all diseases, not only cancer. The obstacles associated with this 
debilitating disease will undoubtedly be overcome one day with the help of these increasing algorithms. In light of 
these aims, additional studies are required to continue to ensure clinical value and analytical and clinical validity.
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