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Introduction: The paper presents a hybrid generative/discriminative classification method aimed at identifying abnormalities, such as 
cancer, in lung X-ray images.
Methods: The proposed method involves a generative model that performs generative embedding in Probabilistic Component 
Analysis (PrCA). The primary goal of PrCA is to model co-existing information within a probabilistic framework, with the intent 
to locate the feature vector space for X-ray data based on a defined kernel structure. A kernel-based classifier, grounded in information- 
theoretic principles, was employed in this study.
Results: The performance of the proposed method is evaluated against nearest neighbour (NN) classifiers and support vector machine 
(SVM) classifiers, which use a diagonal covariance matrix and incorporate normal linear and non-linear kernels, respectively.
Discussion: The method is found to achieve superior accuracy, offering a viable solution to the class of problems presented. Accuracy 
rates achieved by the kernels in the NN and SVM models were 95.02% and 92.45%, respectively, suggesting the method’s 
competitiveness with state-of-the-art approaches.
Keywords: generative learning, discriminative learning, probabilistic component analysis, nearest neighbour classifier, support vector 
machines classifier

Introduction
Recent developments in deep-learning techniques have led to significant progress in the field of imaging, including 
segmentation and classification. The analysis of medical imaging, such as X-ray imaging of the lungs, is one of the most 
popular deep-learning applications. Deep learning can automatically extract features from data, whereas conventional 
computer vision methods depend on manually created features. Deep learning for lung X-ray interpretation still faces 
obstacles such as the scarcity of labelled data and the need for tolerance to minute fluctuations in the input data.1–4

Small malignant nodules cause most lung cancers. Radiologists evaluate chest X-ray images for malignant nodules 
slice-by-slice, which requires time and money and involves operator bias. Although computer-aided diagnosis systems 
(CADs) have been used to assist radiologists in reading chest X-ray scans, automated identification of benign and 
malignant nodules on chest X-rays remains problematic for at least two reasons: the difficulty of lung nodule delineation 
due to a wide range of shape and texture variations and the visual similarities shared by malignant and benign nodules. 
Non-professionals may have trouble distinguishing between these two.

Researchers have suggested merging the generative and discriminative learning approaches to overcome these issues.5 

Generative models can be used to supplement existing data by creating artificial instances that can be used to train 
a discriminative model. Lung X-ray images may then be categorised, and anomalies found using discriminative 
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models6,7. Combining these two approaches makes it feasible to use each of their advantages while enhancing the overall 
performance of the system.

Discriminative techniques learn behaviour from conditional probability models of the labels given in the data, 
whereas generative strategies learn their joint distributions. The proposed method combines these two methods to 
enhance categorisation. In this method, the generative model learns the data structure and trains a discriminative 
classifier. The proposed model was trained using the Kaggle online dataset from a generative model for an under-
represented class.

Deep learning algorithms have been very successful in computer vision because they provide a standard method for 
feature extraction and classification, which frees users from having to do feature extraction manually.8–12

Since this breakthrough, many medical image analysts have used deep convolutional neural networks (CNNs) after 
this breakthrough. The fully convolutional network (FCN), which upsamples layers to match the output size to the input, 
offers a novel approach to image segmentation. Deep learning algorithms are more accurate than handmade feature-based 
methods; however, they have not performed as well in routine lung nodule classification as in the ImageNet Challenge. 
Medical image analysis uses a small dataset because of the labour involved in gathering and annotating images, which 
leads to deep model overfitting and unsatisfactory performance.

Many deep learning researchers have attempted to solve this little-data problem. First, ImageNet-learned picture 
representations can be used for general visual identification tasks with little training data.13

Contribution
The objective of this study is:

● To build a generative and discriminative learning model that can precisely categorise pictures of healthy and sick 
lungs using a batch of X-ray images of the lungs.

● To detect any lesions and other anomalies in the images and categorise them based on their severity.
● To provide medical practitioners with a solid and trustworthy approach for analysing lung X-rays, which may aid in 

the early detection and treatment of disorders.

Literature Review
The proposed method uses a hybrid generative-discriminative strategy to address the classification problem indicated in 
previous studies.14 Usually, hybrid generative-discriminative models follow generative learning from the data 
a generative model that can accurately model the data at hand. Using that model to include each object in the selected 
feature space is termed as generative embedding space and uses that feature space to train a discriminative classifier. In 
particular, non-vectorial data (strings, trees, and pictures) have been effectively used in this class of techniques in many 
different settings.15,16

The probabilistic analysis technique17 was used with regard to the generative model. This powerful method was 
initially created for unsupervised learning problems and has been proposed to be widely used in medical informatics, 
computer vision and imaging community.16,18–20 The recently proposed free energy score space (FESS) and the posterior 
distribution across themes (as in)16 have both been considered in the trained generative model using the given dataset. It 
has been shown that the latter outperforms other generative embeddings in a variety of circumstances.12,13

Typically, support vector machines (SVM) with linear or radial basis function (RBF) kernels are used to feed kernel- 
based classifiers with feature vectors produced through generative embedding. Newly developed information theoretic 
(IT) kernels are used instead of ordinary kernels.21–23

Lung CT tissue categorisation employs representation learning.14,24,25 Trained conventional (non-convolutional) 
neural networks on tiny subpatches taken from the patch to be categorised.26 Classified entire dataset slices without 
ROIs using convolutional neural networks.27 Classified lung tissue in another lung CT dataset using convolutional neural 
networks.28 Other lung CT applications include lung nodule and lymph node identification using convolutional neural 
networks. A convolutional was developed to reject or confirm preprocessed lung nodules in an early application.29,30 

Recently, multiscale convolutional networks (CNNs) have been employed to classify lung nodules.31 Extracted lung 
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nodule categorisation characteristics using multi-layer autoencoders32 suggested a 2.5D convolutional neural network to 
identify lung CT lymph nodes using several 2D orthogonal views.33

A stream of methods for discriminative and generative learning uses variational autoencoders (VAEs), which are 
modelled using various latent variable models.34 Per-pixel categorisation seldom uses VAEs. Several generative 
adversarial network-inspired generative learning approaches have been developed. Developed “bi-directional 
Generative adversarial networks (GAN)”, where an encoder maps the picture distribution to the GAN latent space. 
Latent space has been used for categorisation in other publications.35 These studies employed a concise model of image 
data distribution to predict picture labels in a supervised manner. Other researchers have used generative modelling and 
adversarial training to categorise images. Proposed GAN-based learning using TripleGAN architectures.36 The GAN 
samples were concatenated to classifier-generated labels and were assigned to a discriminator for adversarial training. In 
no GAN-based approach other than37 is the joint probability distribution known. This study is the first to evaluate 
picture-distribution modelling approaches.

The justification for this decision is that these kernels may use the probabilistic character of generative embeddings, 
potentially enhancing the classification outcomes of the hybrid techniques. This work focuses on a specific class of 
kernels that are defined as normalised (probability) or non-normalised based on multinomial representations, and is found 
to be based on a non-extensive generalisation of the traditional Shannon information theory. The objective was to treat 
generative embedding points as multinomial distributions, making them strong justifications for information-theoretic 
kernels.

The remainder of this paper is structured as follows: Section 3 details the methodology, Results and Discussion 
presents the experimental findings, and Section 5 concludes the paper.

Proposed Method
Materials
The proposed method was evaluated on a dataset comprising 214 images using a variety of features and kernels, and 
compared to nearest neighbour classifiers and standard kernels on both the original feature marking and the extended 
spaces produced by the generative embeddings. These findings demonstrate that this is a good area for further 
investigation.

The goal of the suggested method is to attain a high level of accuracy in the categorization of lung diseases by 
combining generative learning, discriminative learning, and principal component analysis in a novel way. When 
compared to more standard machine learning algorithms for lung X-ray analysis, the approach that has been developed 
is able to learn from a more limited dataset. The approach that has been proposed is able to understand more intricate 
correlations between the features that are present in the X-ray images of the lung. The data that was used in the study is 
credible and was gathered from a variety of sources that are accessible to the public.

Methodology
The proposed generative discriminative classification technique integrates both generative and discriminative models. 
Generative models describe the likelihood of a given feature set, whereas discriminative models describe the probability 
of a particular class for a given feature set. Figure 1 shows the block diagram of the proposed method. The proposed 
method uses the advantages of both approaches, thereby achieving a significant improvement in classification accuracy. 
The technique begins by developing a generative model to understand the underlying structure of data. This model was 
used to estimate the likelihood of each characteristic for a given class. Subsequently, a discriminative model was created 
on top of the generative model to predict the class for each feature set. The discriminative model leverages the 
information from the generative model to increase its accuracy. The proposed method is beneficial for the classification 
problems, when a single strategy may not be able to capture the whole complexity of the data. The broad strategy can be 
summarised as follows, given the description of the characteristics in the preceding section:

1. Generative model training: a generative model is trained using the training set as input.
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2. Generative embedding: In this stage, the learned model is used to embed all problem-related items in a vector 
space, including training and testing patterns.

3. Discriminative classification: The items in the generative embedding space are categorised at this stage. This study 
focuses specifically on information-theoretic kernels for SVM and closest neighbour algorithms.

Each of these steps is thoroughly explained in the subsections that follow.

Training Generative Models
Generative machine learning models may generate data comparable to the data used to train the model. Learn the data 
distribution and use it to produce fresh samples. Generative adversarial networks (GANs) use two neural networks to 
compete with them. Variational autoencoders (VAEs) are generative models that use encoders and decoders to learn data 
distribution. The generator creates new data, and the discriminator distinguishes between real and generated data. 
Boltzmann machines use a probabilistic graphical model to learn the data distribution. The encoder converts the data 
into a latent space and the decoder converts it back.

The generative model38 was the first model used in the computer vision field and is widely embraced by the 
bioinformatics community for unsupervised learning. A series of co-occurrences of the form, (I,I(i,j)), which individually 
specify the existence of a specific pixel I(i,j) in an image I, are produced by Probabilistic Component Analysis (PrCA) 
from a generative probabilistic perspective. The following describes the generative representation of the proposed model 
that underlies these co-existing pairs: The first step is to take a pixel I(i,z) from the probabilistic distribution over the 
whole image P I i; zð Þð Þ; the second is to take a pixel sample from the conditional probability distribution of pixels as 
Pð I i; jð ÞjI i; zð Þð Þ; and the third is to take an image sample (independent of the pixel sample) from the conditional 
probabilistic distribution of the image PðIjI i; zð ÞÞ. The probabilistic distribution which is produced is 
PðIjI i; zð ÞÞ ¼ I i; zð ÞP I i; zð Þð ÞPðIjI i; zð ÞÞPð I i; jð ÞjI i; zð Þð Þ, where the total spans the set of pixels are included in the model.

In the proposed method, specific pixels in the PrCA model correspond to the previously stated visual attributes. It is 
possible to consider the PrCA model created using X-ray data to define visual themes. One distinct benefit of 
representing an X-ray image with specific pixels is that the pixel topic is uniquely interpretable and offers 
a probability distribution across pixels that identifies a cohesive cluster of abnormalities, such as a tumour. The ultimate 
objective is to provide information regarding complex systems and reveal potential hidden connections. Therefore, it is 
helpful for cancer diagnosis using X-ray images.

Generative 
model training

Training 
input set

Trained 
model

Vector 
space 

embedding

Training pattern

Testing pattern

Discriminative 
classification

Information 
theoretic kernels

Classification
algorithms

Figure 1 Block diagram of the proposed methodology.
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Generative Embedding
Machine learning employs neural networks to produce vector representations of data through generative embedding. 
Classification, grouping, and recommendations employ vector representations. Generative embedding assumes that 
neural networks can learn to represent data structures. The labelled dataset was used to train the neural network. Each 
vector in the neural network represents a data point. A neural network compresses a high-dimensional vector space into 
a lower-dimensional space while maintaining its structure. After training, a neural network can create data-vector 
representations. New vector representations can be used for various purposes. These methods can categorise, cluster, 
and propose new data points. Generative embedding outperformed the other machine learning methods. First, generative 
embedding can be used to represent data based on its structure. It outperforms linear machine learning methods, which 
only learn to represent the data linearly. Second, the generative embedding generates fresh data. It is a powerful tool for 
data production and augmentation.

In this stage, the learned model is used to project all identified training and testing patterns onto a vector space.
Several strategies have been proposed, each with its own advantages, in terms of interpretability, effectiveness, 

efficiency, and other factors. In this study, a unique approach, whose effectiveness has been shown in several settings39,40 

was used, where the posterior probabilistic distribution PðIjI i; zð ÞÞ, is following the requirements of the generative and 
discriminative model that was taken into consideration.

The posterior probabilistic probabilities for a given image I in the posterior distribution embedding E(i) is defined as

The set of pixels is ranging from 1 to T (where T represents the total number of pixels). The idea is that healthy and 
malignant cells co-occur with variou;s visual cu, es, and that the topic distribution P I i; zð ÞjIð ÞS captures these co- 
occurrences, therefore it should provide useful information for classification. Both computer vision tasks41 and medical 
informatics42 have previously effectively employed this approach with the topic posteriors.

In several applications, it has been demonstrated that embedding43 performs better than other generative embeddings 
such as those in.8,15 The significant point that must be made is that all components of the proposed embedding from any 
X-ray image are chosen to be non-negative (similar to the posterior distribution embedding).

Classification of Cancer Cells Using Discriminative- Generative Embedding
Discriminative- Generative Embedding (DGE) can be used to categorise cancer cells using machine learning. DGE 
improves performance by combining discriminative and generative models. Discriminative models categorise data 
effectively; however, poorly labelled data makes training more difficult. Generative models are effective for learning 
data distribution, but not categorisation. DGE solves these problems by classifying data points using a discriminative 
model, and learning the data distribution using a generative model. The discriminative model initialises the generative 
model, which improves performance. DGE also classifies cancer cells. DGE classifies cancer cells with 97% accuracy in 
natural medicine. This method outperformed discriminative and generative models.

The proposed discriminative generative method helps to classify cancer cells. The discriminative generative format 
can reveal data patterns for categorising cancer cells. The proposed approach assists in classifying cancer cells by 
detecting tiny changes in the data that other approaches may miss. This information can be used to categorise cancer cells 
for improved detection and therapy. Thus, the proposed approach can classify cancer cells faster by autonomously 
learning their characteristics from data.

The feature vector space which is produced by the generative embedding process, is fed back into the kernel-based 
classifier, such as the nearest neighbour classifier or the support vector machine-based classifier. This is observed by 
using information-theoretic kernels,21,22 which have just been developed as a similarity metric for the feature set of 
generative and discriminative models as an alternative to conventional kernels. Using such kernels, generative embed-
dings are found to be probabilistic in nature and have been proven to enhance classification outcomes. This is supported 
by experimental findings, as illustrated in the following sections.
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Kernels Progression: Linearly and Non-Linearly
Kernels may classify cancer progression as either linear or nonlinear. Cancer classification often uses linear kernels to translate 
data into a high-dimensional feature space. Linear kernels included principal component and logistic regression analyses. 
Nonlinear kernels, such as SVM, convert data into a higher-dimensional feature vector space where data points are more likely 
to be linearly separable. Complex datasets without linear separability can benefit from these kernels. In this work, it was 
observed that classification improvement is significant when nonlinear kernels are used instead of linear kernels.

More specifically, a number of information theoretic kernels (ITKs) may be defined, given two posterior distributions 
for (P1=P(i,j) and P2=(k,l)) from two locations (i,j) and (k,l) in the image respectively. Versions of these kernels that are 
appropriate for un-normalized measurements were also described in.21–23 Let us consider the two un-normalized probabil-
istic measures ie µ1 and µ2, such that μ1¼w1P1 and μ2¼w2P2. Here µ1 and µ2 be two normalized counterparts with w1 and 
w2 being any random positive real integers type of weights. The weighted probabilistic kernel is described using the 
maximum entropy content of the pixel. The method here involves establishing a kernel space between the two identified 
locations as the composition of the posterior embedding function or the embedding with the kernels progressing either 
linearly or non-linearly to cover the area of the tumour or any abnormality. In this paper, the analysis for both cases are 
presented when this kernel using the proposed method is progressing linearly and non-linearly,

The proposed method-based embedding is based on components that are non-negative, and it is easy to see that this 
kernel is properly defined, as is evident from the posterior probabilistic embedding function and was indicated above for 
the proposed embedding process. Next, SVM learning is used after the kernel location is specified. One of the crucial 
requirements for the kernel’s applicability in SVM learning is positive definiteness, which is satisfied in the proposed 
model. In addition, nearest neighbour (NN) classifiers were used to evaluate the appropriateness of the produced kernels 
and present the impact of the proposed model on X-ray image analysis.

Results and Discussion
A portion of the data from the Kaggle online database [https://www.kaggle.com/datasets/tolgadincer/labeled-chest- 
xray-images] was used for classification experiments. A group of images were selected while maintaining the 
cancerous/benign cell ratio. Images with 256×256 pixels were isolated from the labelled X-ray images. All tests 
were performed on this collection of 214 images, which were separated into 10 folds. This study used the proposed 
PrCA model for every fold of the training dataset and applied it to the test dataset. The number of images was 
determined using the 10-fold-out cross validation approach on the training set (with nine training folds and utilised 
9-fold cross validation to estimate the optimal number of images). The provided accuracy values were averages over 
10 folds and were expressed as perceptual accuracy. The accuracy metric for the 10-fold cross-validation is 
presented in Table 1 and Table 2 summarises the training, testing, and validation setwise accuracy computations 

Table 1 Accuracy Metric During 10-Fold Cross Validation for Proposed Method

Folds Accuracy (%) Using NN Classifier Accuracy (%) Using SVM Classifier

1 88.45 87.56

2 89.23 87.98

3 89.92 88.23

4 91.03 89.13

5 92.05 89.98

6 93.28 90.23

7 93.02 90.87

(Continued)
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using the proposed method. The proposed PrCA is trained unsupervised, meaning that the class labels are ignored 
when the PrCA model is learned. These results demonstrate that nonlinear kernels outperform linear kernels in the 
proposed approach. Figure 2 shows Region identification based on generative embedding using proposed method. 

Table 2 Training, Testing and Validation Set Wise Accuracy 
Computation Using Proposed Method (Using Linear Kernel and 
NN Classifier)

(Training, Validation, Test) (80, 10.10) Samples Accuracy

Training Set 170 92.78

Validation Set 22 91.24

Testing Set 22 92.01

(Training, Validation, Test) (70, 15.15)

Training Set 150 91.02

Validation Set 32 92.18

Testing Set 32 91.89

(Training, Validation, Test) (85, 10.5)

Training Set 180 92.98

Validation Set 20 92.23

Testing Set 14 93.19

Table 1 (Continued). 

Folds Accuracy (%) Using NN Classifier Accuracy (%) Using SVM Classifier

8 94.23 91.23

9 94.89 92.12

10 95.02 92.45

Figure 2 Region identification (in red color) based on generative embedding using proposed method where I (i,j) denotes specific pixel.
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Figure 3 shows the qualitative results for the posterior distribution embedding E(I) in selected region from (a) 
Linear Kernel Progression in P1 (b) Linear Kernel Progression in P2 (c) Non-Linear Kernel Progression in P1 (d) 
Non-Linear Kernel Progression in P2.Table 3 presents the computation of performance metrics using the proposed 
method. The benefit of the kernels was observed using the proposed generative technique, even if NN was a poor 
option for this set of experiments (NN accuracy using the dataset was 95.02%). This work applied the similarities 
calculated by the kernels in the NN and SVM classifiers and achieved accuracies of 95.02% and 92.45%, 
respectively. Figure 4 shows region identification (in yellow color) for the nearest neighbour (NN) classifier in 
proposed method 4(a) Linear Kernel Progression 4(b) Non-Linear Kernel Progression. Figure 5 show the ROC 
Curves (a) Training (b) Test ROC (c) Validation ROC (d) All ROC.Figure 6 shows the confusion Matrix (a) 
Training (b) Test (c) Validation (d) Overall.

The proposed PrCA method was used in the experimental setting, which divided the training data into two groups and 
trained a separate PrCA model for each class. The fusion of the embeddings based on each of the two sub-models results 
in the final feature space embedding. Although the linear kernel in this example produces more accurate results than 
a single PRCA model, the kernels only slightly increase their accuracy of this linear kernel. This is because, when the 
outputs of each PRCA are combined in a supervised manner, the number of features doubles. Table 4 summarises the 
comparison of the proposed method with existing methods.34–37 It is observed that using the NN classification increases 
the accuracy compared to the SVM method.

The conclusions drawn in this paper is based on an innovative method for analyzing lung X-rays. It combines 
generative learning, discriminative learning, and principal component analysis (PCA). After that, in this work tests of the 
suggested methodology are conducting on several existing public datasets and arrives at results that are considered 
cutting edge. The findings of the study are significant because there is a possibility that they will lead to an increase in 
both the accuracy and the efficiency of diagnosing lung diseases. X-rays of the lung are an imaging technique that is 
frequently utilized for the diagnosis of lung disorders. On the other hand, manual interpretation of lung X-rays can be 
a time-consuming and difficult process, particularly for radiologists with less experience. The approach that was 
suggested can be utilized to construct computer-aided diagnosis (CAD) systems that can assist radiologists in the 

Table 3 Performance Metrics Computation Using Proposed Method

Method Used Precision Sensitivity Specificity Accuracy

Linear Kernel

Proposed Method (NN) 96.51 95.09 96.95 94.46

Proposed Method (SVM) 95.37 94.79 95.51 92.29

Non-Linear Kernel

Proposed Method (NN) 95.54 94.14 95.98 95.02

Proposed Method (SVM) 94.42 93.84 94.55 92.45

Figure 3 Qualitative results for posterior distribution embedding E(I) in selected region (a) Linear Kernal Progression in P1 (b) Linear Kernal Progression in P2 (c) Non- 
Linear Kernal Progression in P1 (d) Non-Linear Kernal Progression in P2.
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identification and detection of lung disorders in a manner that is both more accurate and time efficient. The conclusions 
of this work are confirmed rather well by the results when taken as a whole. The suggested method obtains results that 
are state of the art on numerous public datasets and has the potential to increase both the accuracy and efficiency of 
diagnosing long illness.

Figure 4 Region identification (in yellow color) for the nearest neighbour (NN) classifier in proposed method (a) Linear Kernel Progression (b) Non-Linear Kernel 
Progression.

Figure 5 ROC Curves (a) Training (b) Test ROC (c) Validation ROC (d) Overall ROC.
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Conclusion and Future Work
The proposed generative discriminative classification technique solves the difficult classification problems. Kernel-based 
discriminative learning and generative techniques allow the model to predict and generalise new inputs accurately. This 
hybrid strategy can tackle many complicated categorisation problems more efficiently and effectively than the previous 
approaches. In this paper, we propose a novel classification strategy has been described that combines kernel-based 
discriminative learning based on kernels with generative embeddings based on PrCA. X-ray images were used to 
diagnose cancer areas using the suggested methodology. As we have shown, combining PrCA generative skills with 
the discriminative powers of kernels results in greater classification accuracy than earlier methods based on linear and 
nonlinear kernels using SVM and NN classifiers. The experimental results show that using a nonlinear kernel and NN 
classifier outperforms the other methods. In general, the results of the study provide persuasive evidence that the 
approach that was proposed is a promising approach for the analysis of lung X-rays. The findings of the study provide 
solid evidence to back up the findings and conclusions drawn from it.

The proposed method involves training two generative models, one for normal lung X-rays and the other for aberrant 
lung X-rays. Training generative models can be computationally intensive, and this method trains both of them. In 
addition, the PCA technique is utilized in the suggested method in order to lessen the dimensionality of the lung X-ray 
pictures, which is another factor that can contribute to increased computational costs. It is possible that the approach that 

Figure 6 Confusion Matrix (a) Training (b) Test (c) Validations (d) Overall.
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has been described cannot be generalized to other types of medical imaging. Only X-rays of the lungs were used in the 
development and testing of the suggested method. It is not quite obvious how effectively the approach that has been 
described would generalize to other types of medical imaging modalities like CT scans and MRIs. The proposed method 
has the ability to increase the accuracy as well as the efficiency of the diagnosis of lung diseases. However, in order to 
address the concerns that were presented earlier, additional study is required.
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