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Introduction
The scientific publishing landscape has experienced a remarkable transformation, marked by an exponential surge in 
research output. Recent analyses reveal that scientific publications demonstrate an overall growth rate of 4.10% annually, 
with publications doubling approximately every 17.3 years.1 This growth has intensified particularly in recent years, with 
medical research publishing and preprint servers placing unprecedented pressure on the peer review system.2

Several factors have contributed to this challenging situation. First, the pressure to “publish or perish” in academia 
has intensified, leading to more manuscript submissions across all disciplines.3 Second, the emergence of new research 
fields and increasing specialization has created a demand for highly specific expertise among reviewers.4

The current peer-review system faces significant sustainability challenges, with a striking imbalance where 20% of 
researchers handle up to 94% of all reviews.4 This inequitable distribution resulted in 63.4 million review hours in 2015 
alone, with 18.9 million hours (30%) provided by just the top 5% of contributing reviewers.4

The combination of increasing submission volumes, growing specialization, and resource constraints has created 
bottlenecks in the review process. Journal editors often struggle to find qualified reviewers who can provide timely, high- 
quality feedback, leading to longer review times and potential delays in the dissemination of important research findings.

To mitigate this problem and address reviewer scarcity, several solutions have been proposed, including monetary 
compensation,5 credits for future publications, providing access to the publisher’s journals and databases,6 and recogni-
tion through certificates, though payment remains controversial among publishers.7,8 While proposed incentives like 
monetary compensation and publication credits appear promising, recent evidence reveals significant implementation 
hurdles. Financial rewards particularly burden smaller journals and those in developing nations,7 while certificates and 
publication credits have shown limited effectiveness in boosting reviewer engagement.8

Against this backdrop, the emergence of Large Language Models (LLMs) represents a potential turning point in 
academic publishing. These sophisticated AI systems, exemplified by tools like ChatGPT, have sparked intense discus-
sion within the academic community about their potential role in scientific writing9 and, more recently, in the peer review 
processes.10,11 Given the mounting pressures on the traditional peer-review system and the rising pressing questions 
about system sustainability, especially as submission volumes continue to climb, the growing interest in AI-assisted peer 
review is unsurprising.

As concerns about AI’s role in scientific writing continue to grow, its potential application in peer review raises even 
more fundamental questions about the integrity and confidentiality of manuscript evaluation.12 While there is no 
systematic evidence quantifying actual usage, anecdotal reports suggest some reviewers may be considering AI 
assistance despite institutional and publishers’ prohibitions.13 The demanding nature of peer review work, combined 
with minimal academic recognition, could create incentives for seeking AI-enabled efficiency.

Despite the potential benefits of AI assistance in scholarly publishing, the academic community remains divided. 
Academic publishers vary in their approach to AI in peer review, with some lacking formal policies, others allowing 
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limited use, and some outright prohibiting it. A recent analysis of top medical journals revealed that 78% now provide 
specific guidance on AI use in peer review, with 59% of them explicitly prohibiting its use.2 This divergence in policy 
reflects the broader tension between innovation and tradition in academic publishing.

This editorial addresses the critical and timely challenge of integrating AI into peer review, a rapidly emerging issue 
poised to reshape scholarly publishing. It examines the potential benefits, ethical dilemmas, and the pressing need for 
guidelines to balance innovation with research integrity.

Potential Benefits and Capabilities in Peer Review
The idea of integrating AI into peer review presents a promising development in scholarly publishing. Recent large-scale 
analyses suggest potential benefits of AI-assisted review processes, offering possible solutions to address the growing 
challenges in academic publishing.

Recent studies analyzing over 3000 Nature family journal papers and 1700 computer science conference papers show 
that AI-generated reviews achieve specific overlap rates with human reviewer comments: 30.85% for Nature family 
journals and 39.23% for ICLR (International Conference on Learning Representations) papers.14 While Saad et al found 
moderate alignment between AI and human reviews (mean scores of 3.6/5 for ChatGPT 3.5 and 3.76/5 for ChatGPT 4.0), 
AI tends to be better at identifying technical and methodological issues than evaluating scientific impact or novelty.15 In 
fact, AI is 10.69 times less likely to comment on novelty compared to human reviewers.14 This notable limitation in 
evaluating novelty is particularly concerning since assessing the originality and innovative aspects of research is 
a fundamental aspect of peer review. This limitation becomes especially problematic when assessing interdisciplinary 
research requiring domain expertise and scientific intuition.

Recent studies demonstrate that AI tools can flag obvious protocol deviations and experimental design flaws.16 

However, they struggle with assessing the appropriateness of specialized experimental methods, particularly in novel or 
complex research designs. The assessment of experimental rigor and methodological appropriateness still requires human 
expertise and judgment.

A survey of 308 researchers from 110 US institutions in the domain of AI and computational biology revealed that 
while AI-generated feedback aligned with standard review expectations, it lacked the specificity of human reviews. 
Although half would use AI tools again, most preferred traditional peer review,14 highlighting AI’s role as 
a complementary tool rather than a replacement for human expertise. Moreover, AI systems have the potential to 
contribute unique perspectives to the review process. Over 65% of researchers report that AI feedback identifies points 
overlooked by human reviewers, while more than 57% find AI-generated feedback helpful in improving their work 
before formal submission.14 This complementary insight proves particularly valuable during manuscript preparation, 
where early AI feedback can significantly improve paper quality.

The current peer review system demands approximately 100 million researcher hours and $2.5 billion annually.14 AI 
systems significantly reduce this burden through rapid initial screening and automated technical verification. These 
systems can potentially evaluate manuscript compliance, verify formatting requirements, and identify methodological 
inconsistencies within minutes rather than hours.11

The UK’s Research Excellence Framework 2021 cost approximately £471 million, with institutional preparation costs 
accounting for £430 million of this total.17 While administrative processes like data collection and assessment consume 
significant resources, AI tools could potentially assist with technical verification and initial screening tasks, complement-
ing other efficiency measures being implemented in the review process.17,18

Practical Applications in Peer Review
AI tools have the potential to serve three distinct functions in manuscript evaluation. First, they could help in screening 
and analyzing large volumes of scientific literature, which is particularly valuable for systematic reviews requiring the 
assessment of thousands of papers.19,20 Second, early evidence suggests that AI systems may assist with administrative 
tasks like reviewer selection. The National Health and Medical Research Council (Australia) already uses AI to match 
grant proposals with suitable reviewers, though this remains limited to administrative support rather than quality 
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evaluation.18 Third, they excel at technical verification tasks like checking statistical analyses, reference accuracy, and 
formatting requirements.15,21

ChatGPT models, while initially trained on historical data, now incorporate real-time search capabilities through 
plugins and integrations, allowing access to the latest peer-reviewed research and ensuring decisions are informed by 
current evidence, though careful implementation and human oversight remain critical.22 Nevertheless, it is necessary to 
validate the timeliness and accuracy of information cited or analyzed by AI models, ensuring their responsible and 
effective integration into academic workflows.

While AI tools show promise in enhancing the peer review process, their role in statistical verification remains 
constrained by several key limitations that require further clarification. Current AI systems can assist with technical 
verification in several specific ways. First, they help identify inconsistencies between statistical methods described in the 
methods section and those reported in the results.16 For example, they can flag when a paper claims to use ANOVA in 
methods but reports only t-test results or when effect sizes are mentioned but not actually reported. Recent studies show 
GPT-4 achieves 74% accuracy in identifying such statistical inconsistencies across diverse datasets.16 Second, these tools 
are effective at detecting missing essential statistical information according to reporting guidelines.15 This includes 
unreported p-values, missing confidence intervals, undefined significance thresholds, or incomplete descriptive statistics. 
For instance, GPT-4 can identify when means are reported without standard deviations or when test statistics lack degrees 
of freedom or remind the reviewer that sample size calculation was not reported. AI tools demonstrate particular strength 
in text normalization and classification tasks related to statistical reporting elements.16 Third, AI can flag potential 
discrepancies, such as when conclusions do not align with the reported significance levels or when statistical terminology 
is used incorrectly. This capability is particularly evident in inferential statistics and sampling theory, where AI shows 
strong performance in identifying methodological issues.16

Beyond these technical capabilities, research has also examined AI’s broader impact on the peer review process. 
Recent preliminary research has demonstrated that AI-assisted reviews can significantly impact paper evaluation out-
comes, with submissions receiving AI-assisted reviews being 4.9 percentage points more likely to be accepted23—a 
controversial benefit raising concerns about potential biases. However, this performance varies considerably depending 
on the complexity and structure of the statistical questions, with accuracy ranging from moderate to high across different 
statistical domains.16

While the above capabilities and impacts are promising, it is important to note several key limitations regarding 
statistics assessment: AI tools cannot validate the appropriateness of chosen statistical approaches or verify actual 
calculations without access to raw data.15,18 Recent research shows that while AI reviewers can provide evaluations of 
scientific work, they tend to give inflated quality ratings and fail to distinguish between high- and low-quality research 
output.24

Critical Concerns in the Quality of AI-Assisted Peer Review
A compelling demonstration of this weakness was reflected in Thelwall’s experiment, where he altered a legitimate 
research paper about gender differences in surgeon citation impact to focus on a fictitious comparison. He replaced 
“male” with “squirrel” and “female” with “human” throughout the text, transforming the study into an absurd analysis 
titled, “Do squirrel surgeons generate more citation impact?25” Despite the nonsensical premise of comparing ‘squirrel’ 
and ‘human’ surgeons, the AI system rated the paper highly and failed to identify its fundamental flaws.18,25 AI systems 
also struggle with evaluating more nuanced aspects, like whether sample sizes are adequate or if statistical assumptions 
are met. These limitations emphasize the critical need for human supervision in AI-powered peer review to ensure 
accuracy and maintain scientific rigor.11 While the agreement between human reviewers themselves is often low, showing 
only about 20% agreement in quality assessments, the agreement between human and AI reviewers is similarly low but 
becomes stronger when evaluating high-quality research.24 Recent literature strongly suggests that while AI can enhance 
the efficiency of peer review, it should function as a complementary tool rather than a replacement for expert judgment.23

These limitations extend beyond identifying absurd content. While AI systems generate plausible-sounding reviews, 
they often provide superficial feedback that lacks the nuanced critique necessary for advancing scientific discourse.15 The 
AI-generated evaluations struggle particularly with established assessment frameworks, showing accuracy rates below 
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acceptable thresholds for high-stakes academic decisions.25 The core challenge lies in the inability of AI to replicate 
human expert judgment.

Confidentiality Concerns in AI-Assisted Peer Review
Among the various challenges facing AI integration in peer review, confidentiality emerges as the most critical concern, 
extending beyond traditional data privacy issues to potentially compromising the foundational trust between authors, 
reviewers, and publishers. When manuscripts are uploaded to public AI (LLMs) platforms for review assistance, this 
constitutes a direct breach of confidentiality agreements that form the foundation of the peer review process.13 The 
National Institute of Health (NIH) explicitly prohibits scientific peer reviewers from using natural language processors, 
LLMs, or other generative AI technologies for analyzing and formulating peer review critiques, as this would violate the 
confidential nature of the review process.13

The security of proprietary research data presents another critical challenge. Commercial AI platforms provide no 
guarantees regarding data retention or usage, potentially storing submitted manuscripts indefinitely and using them for 
model training.26 This creates significant risks for authors, particularly when manuscripts contain sensitive intellectual 
property or unpublished discoveries. Recent regulatory guidelines emphasize that sharing unpublished research through 
AI platforms poses substantial risks to both data privacy and intellectual property protection.27

Future Directions and Implementation Strategy
The exponential growth in scientific publications, combined with mounting financial pressures and reviewer fatigue, 
makes AI an increasingly appealing solution for peer review challenges. This substantial investment of time and 
resources, coupled with a growing shortage of qualified reviewers, has created an urgent need to explore innovative 
solutions.

The adoption of AI in peer review represents a critical inflection point in academic publishing, requiring careful 
consideration of both technological capabilities and ethical imperatives. Implementation could begin with AI integration 
in internal evaluation phases, where AI tools can identify basic errors and technical issues, allowing human editors to 
focus on manuscript content and scientific merit. This initial screening process must maintain human oversight of AI- 
generated feedback to ensure accuracy and prevent bias.28

The scientific community faces several pressing challenges, including determining the optimal balance between AI 
assistance and human expertise, evaluating the impact on review quality, and developing secure, discipline-specific 
solutions. Clear guidelines for joint human-AI review are essential, with human editors verifying AI feedback for 
inaccuracies or bias. This mutual supervision approach helps prevent algorithmic errors while maximizing the efficiency 
gains of AI assistance.28 A key challenge lies in upgrading legacy review systems while maintaining data security and 
addressing resistance to automation.29 Equally important is developing standardized frameworks for assessing AI- 
assisted review quality and preventing misuse.11

Success requires coordinated participation from multiple stakeholders. Publishers may integrate AI tools within their 
internal review processes, supporting human editors by identifying basic errors before manuscripts reach external peer 
reviewers. These AI systems should undergo regular retesting and retraining to improve validity and account for field 
advances.28 Equal attention must be paid to developing comprehensive training programs for editors and reviewers, 
particularly in addressing bias and maintaining scientific discourse quality.28 Publishers must establish secure systems 
that protect manuscript confidentiality throughout the peer review process, with clear policies prohibiting the upload of 
unpublished manuscripts to public AI platforms.13 Any integration of AI tools should occur within protected journal 
management systems that maintain strict data privacy standards. Organizations successfully integrating AI typically 
follow a hybrid approach emphasizing continuous training, clear ethical guidelines, and technological advancement.29 

This careful balance between innovation and tradition ensures that technological advancement enhances rather than 
compromises peer review integrity.

As AI integration in scholarly publishing becomes increasingly inevitable, the academic community must proactively 
shape its implementation rather than merely react to its emergence. This editorial serves as a call to action for all 
stakeholders to engage in meaningful dialogue about responsible AI integration in peer review. Through continued 
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collaboration and careful consideration of ethical implications, we can work toward maximizing AI’s benefits while 
preserving peer review integrity.

Nature and Science of Sleep maintains strict guidelines protecting manuscript confidentiality by prohibiting unauthor-
ized AI use in peer review, while requiring disclosure of any permitted AI assistance and will regularly update policies as 
the technology evolves.30
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