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1. The	WLASL	dataset	

The WLASL [2] purports to be “the largest video dataset for Word-Level American 
Sign Language (ASL) recognition.” It brings together various publicly shared 
video collections that could be quite valuable for sign recognition research, and it 
has been used extensively for such research. However, there is a critical problem 
with the accompanying annotations that has heretofore not been recognized by 
the authors, nor by those who have exploited these data: There is no 1-1 
correspondence between sign productions and gloss labels.  

Deficiencies in the quality and accuracy of annotated sign language corpora are 
a key limitation for progress on sign recognition research [1]. Sign recognition 
research based on gloss labels for signs faces a serious challenge, given that: 
(1) there is no 1-1 correspondence between English words and ASL signs; and 
(2) there are also no established glossing conventions shared by the ASL/research 
community. For our ASLLRP projects, our research group has established 
conventions to ensure a 1-to-1 correspondence between gloss label and ASL sign 
production  [3-5], which is critically important for use in computational research. 
See [5] for discussion of the challenges posed in establishing glossing conventions. 
These conventions also govern the gloss labels used for our ASLLRP Sign Bank, 
with 23,452 citation-form sign tokens. These can be viewed online from 
https://dai.cs.rutgers.edu/dai/s/signbank. The ASLLRP Sign Bank also 
incorporates segmented examples of signs from our continuous signing corpora, 
making for a total of 44,012 sign tokens corresponding to 3,542 distinct signs (not 
including fingerspelled signs, classifiers, or gestures). 

Serious problems arise, however, when researchers use datasets where 1-1 gloss 
label to sign correspondences have not been enforced; or when multiple datasets 
using inconsistent glossing conventions are combined. This is the situation for the 
WLASL dataset, which brings together multiple, publicly shared, ASL video 
corpora from different sources; and internal consistency of labeling is not even 
enforced within the individual collections that are combined. 

The authors [2] report that the WLASL dataset contains "2,000 common different 
words in ASL" (although for reasons discussed below, the count of distinct gloss 
labels does not necessarily correlate with the number of distinct signs). The 
WLASL dataset brings together data shared publicly on the Web from different 
sources, providing various types of metadata, including a gloss label for each 
video. As they explain: "We select videos whose titles clearly describe the gloss of 
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the sign." It seems that they do not realize that there is no standard convention for 
associating an English-based gloss label with an ASL sign, and, since there is no  
1-1 relationship between English words and ASL signs, that there is considerable 
variability in how gloss labels are used (and, thus, how video files may be named).1		

As a result, there are many cases where WLASL has examples of a single ASL 
sign glossed with more than 1 English word, as in the sign glossed sometimes as 
woman and sometimes as lady, shown in Fig. 1. Conversely, there are many cases 
where the same English gloss is used for totally different WLASL ASL signs, as 
shown in Fig. 2 for the gloss label close: the sign on the left is a verb, the opposite 
of ‘open,’ whereas the sign on the right is an adjective, meaning ‘near’. Another 
example is shown in Fig. 3, for mean. The sign on the left is a verb in ASL meaning 
‘to signify,’ whereas the sign on the right is an adjective meaning ‘unkind’. They 
classify these as ‘dialectal variants,’ but that is simply wrong, and the designation 
of dialectal variants throughout the WLASL dataset is highly problematic. 

ID 32051 lady ID 63678 woman 

  

Figure 1.  WLASL: same ASL sign, different English glosses 
 

ID 11257 close [ ≠to open ] ID 37791 close [ ~near ] 

  

Figure 2.  WLASL: same English gloss, different ASL signs 

                                                
1 They also state: "if the gloss annotations are composed of more than two words in English, we… 
remove those videos to ensure that the dataset contains words only." This also reflects a lack of 
understanding of the relationship between the 2 languages. 
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ID 67880 mean, variant 0  
[ ~to signify ] 

ID 67881 mean, variant 1  
[ ~unkind, cruel ] 

  

Figure 3.  Supposed Dialectal Variants in WLASL 
 

The issues exemplified above are pervasive in the WLASL data, posing critical 
obstacles to using this dataset reliably for computational research, despite the fact 
that it has been widely used for such research; a partial list of research based on 
these data can be found at: https://paperswithcode.com/dataset/wlasl. This surely 
explains, at least in part, the low recognition rates that have been reported (e.g., 
less than 63% for top-10 accuracy on 2,000 words/glosses [2]).  

2. The	WLASL	dataset:	Value	added	by	consistent	gloss	labeling		

This serious limitation of the WLASL dataset could be overcome if consistent text-
based gloss labeling were to be provided for the rich set of ASL videos that are 
being shared.  This is precisely what we have done by sharing on the Web a 
spreadsheet that reorganizes and relabels the data based on the glossing 
conventions used for the ASLLRP Sign Bank (and for other ASLLRP data).  This 
spreadsheet, available from <https://dai.cs.rutgers.edu/dai/s/signbank>, can be 
used in conjunction with the data distributed on the WLASL website:  
https://dxli94.github.io/WLASL/ . 

3. But	wait!		There’s	more		

Another huge advantage of having consistent gloss labeling across the ASLLRP 
and WLASL datasets is that these datasets can also be combined, to create a 
valuable resource that is richer and more extensive than either of the datasets on 
its own.  The citation-form signs from the ASLLRP Sign Bank are also available for 
download from < https://dai.cs.rutgers.edu/dai/s/signbank>. 
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